
ing. The prevalence of breast cancer in the female population 
of Korea was 16.7 per 100,000 in 1996 and 46.8 per 100,000 
in 2006, a nearly threefold increase over a decade. Breast 
cancer is highly curable, but it is also notorious for having 
a high rate of recurrence (20%–30%). Of the patients with 
recurrence, 70.9% of patients experience a recurrence within 
3 years of surgery, and 92% within 5 years in Korea. In one 
study, more than half of the patients who had a relapse of 
breast cancer had also a third attack of the cancer [1]. Thus, 
the period of treatment for breast cancer is long. To prevent 
breast cancer recurrence, it is important to predict such 
recurrence, to provide proper treatment immediately after 
surgery, and to identify breast cancer early.
 Many studies have used a machine-learning algorithm 
to predict the recurrence of breast cancer [2-5]. The most 
frequently used machine-learning algorithm is an artificial 
neural network (ANN) [2,3]. However, in a neural network, 
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I. Introduction

The number of breast cancer patients is continually increas-
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it is difficult to know the relationships between attribute 
values and classes. This is an issue of great importance in the 
clinical field. Physicians are not willing to use the so-called 
‘black box model’. Because of its explainability, the naïve 
Bayesian classifier is a useful method for providing valuable 
insight into the structure of the decision-making process. 
The naïve Bayesian classifier is one of the simplest useful 
methods to provide predictive models for diagnosis, progno-
sis, and treatment planning from retrospective patient data. 
However, machine learning algorithms are not preferred 
by clinicians for medical predictions because prediction is 
difficult without a computer or calculator for probability cal-
culation. A sheet of paper illustrating a simple flowchart or 
tables is the usual means of knowledge representation in the 
clinical world. Computer-based calculations are still far from 
most clinicians’ minds. A nomogram is an intuitive, easy-
to-interpret graph that can represent prediction models on 
a sheet of paper [6]. Thus, it can provide, in a simple form, 
the predicted probability of a specific outcome for an indi-
vidual patient. The purpose of this study was to use the naïve 
Bayesian classifier to develop such a nomogram as a tool that 
is intuitive and easy to use in daily practice for the prediction 
of breast cancer recurrence within 5 years after breast cancer 
surgery.

II. Methods

1. Data Collection
We used clinical data obtained from the Breast Cancer Cen-
ter of the Ajou University Medical Center in Korea. The data 
was previously reported and described [7]. This data per-
tained to breast cancer patients who had undergone breast 
cancer surgery during the years from 1994 to 2002, with at 
least a 60-month follow-up. The median follow-up of the pa-

tients was 86 months. A subset of 679 of the 733 patients was 
selected from the study participants by exclusion of males (n = 
11), women with other multiple cancers (n = 14) or stage IV 
cancer (n = 7), and those with an unspecified follow-up time 
(n = 22) (Table 1).

2. Prognostic Factor Selection
An important challenge in the construction of a prognosis-
prediction model is the selection of prognostic factors. Ide-
ally, all variables that improve the performance of the model 
should be used. However, practically, the selected variables 
must also be appropriate according to previously established 
clinical knowledge. Variables that are selected purely by sta-
tistical or machine learning methods without a clear clinical 
context are not easily accepted by the clinical community. 
This is a major reason that prediction models based purely 
on machine learning are not widely used, despite their su-
perior prediction performance over traditional models. We 
used both previously established clinical knowledge and 
univariate analyses to select relevant independent variables 
for the prediction model (Figure 1). The variable selection 
process was described in detail in a previous report [7]. The 
clinical data contained 192 fields, including administrative, 
epidemiological, clinical, pathological, and post-surgery 
information. A total of 38 clinically relevant variables were 
preliminarily screened by a breast surgeon. Of these, 14 
variables were selected during a second round of consensus 

Table 1. Summary of patient data

Range Mean SD Median

Age (yr) 21–83 46.48 11.47 44.00
Histological grade 1, 2, 3 2.25 0.70 2.00
Local invasion of tumora 1, 2 1.12 0.32 1.00
Number of tumor 1–8 1.07 0.51 1.00
Tumor size (cm) 0.4–20 3.42 2.78 2.70
Lymphovascular invasiona 1, 2 1.50 0.50 2.00
Estrogen receptora 1, 2 1.35 0.48 1.00
Number of MLN 0–60 3.57 7.49 0.00
Recurrence statusa 1, 2 1.71 0.45 2.00
MLN: metastatic lymph nodes.
aCategorical value 1 represents negative and 2 represents positive.

193 variables include administrative, epidemiologic,
clinical and pathologic data

Breast surgeon

38 variables

14 variables

Breast surgeon, physician,
and surgical pathologist

7 variables

Univariate analyses

Figure 1. Process of selecting prognostic factors in the model us-
ing both previously established clinical knowledge and 
statistical analysis.
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meetings between a physician, a surgical pathologist, and a 
breast surgeon. For the final stage of prognostic factor se-
lection, we used univariate analyses based on Pearson chi-
square test for categorical variables and univariate logistic 
regression for continuous variables. The resulting seven 
statistically significant (p < 0.05) variables were histological 
grade, local invasion of tumor, number of tumors, tumor size, 
lymphovascular invasion, estrogen-receptor status, and the 
number of metastatic lymph nodes. A prediction model for 
breast cancer recurrence within 5 years after surgery was then 
constructed using a naïve Bayesian classifier. The model was 
transformed into a nomogram for representation on paper.

3. Naïve Bayesian Nomogram
Visualization is one of the most intuitive methods of knowl-
edge representation and is suitable for physicians in complex 
and busy clinical environments. A nomogram can reveal the 
structure of a naïve Bayesian classifier as well as the relative 
importance of the attributes. Thus, we decided to use both 
methods to fulfill the requisites. A naïve Bayesian classifier 
is a simple probabilistic classifier based on Bayes’ theorem, 
with a strong assumption of the conditional independence 
of features relevant to the class. For the naïve Bayesian clas-
sifier, we used Laplace correction as a smoothing method to 
estimate posterior probabilities. Drawing a nomogram based 
on a naïve Bayesian has already been well established [8]. 
Under the independence assumption, the conditional prob-
ability P(c|X) for a sample X with a set of instance X = (a1, a2, 
…, am) to be a member of class c is computed as follows:
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For construction and performance assessment of the predic-
tion model, we split the entire data sample into two mutually 
exclusive sets, one for training (70% of the data) and one for 
testing (the remaining 30%). The training set was used to 
generate the prediction model, and the testing set was em-
ployed to estimate the model’s performance. Table 2 displays 
the characteristics of the training and test data sets. 
 Figure 3A shows the receiver operating characteristics 
(ROC) diagram of the naïve Bayesian classifier for the recur-
rence class. The area under the curve (AUC) is a statistically 
consistent and more discriminating measure than an accura-
cy measure [9] and a global summary statistic of diagnostic 
accuracy. AUC can distinguish among non-informative (AUC 
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Figure 2. Proposed nomogram for the prediction of breast cancer recurrence within 5 years after breast cancer surgery. By using a mea-
sure, each score of the variables can be transferred into the total score, which is linked to the responding probability.

Table 2. Comparison of clinicopathologic characteristics between training & testing datasets

Variable Training dataset (n = 458) Testing dataset (n = 220) p-value

Recurrence 0.945a

   Yes 136 (28.7) 69 (31.4)
   No 333 (72.7) 151 (68.6)
Age (yr) 46.76 ± 11.47 45.89 ± 11.48 0.352b

Histological grade 0.718a

   Grade 1 88 (18.6) 40 (18.2)
   Grade 2 190 (40.1) 87 (39.6)
   Grade 3 196 (41.4) 93 (42.3)
Local invasion of tumor 0.854a

   Yes 58 (12.2) 32 (14.6)
   No 416 (87.8) 188 (85.5)
Number of tumor 1.06 ± 0.54 1.06 ± 0.48 0.560b

Tumor size (cm) 3.16 ± 2.36 3.06 ± 2.38 0.350b

Lymphovascular invasion 0.085a

   Yes 234 (49.4) 104 (47.3)
   No 240 (50.6) 116 (52.7)
Estrogen receptor 0.058a

   Positive 326 (68.8) 154 (70.0)
   Negative 148 (31.2) 66 (30.0)
Number of metastatic lymph node 3.50 ± 7.24 3.36 ± 7.31 0.711b

Values are presented as number (%) or mean ± standard deviation.
aPearson chi-square test, bStudent t-test.
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= 0.5), less accurate 0.5 < AUC ≤ 0.7), moderately accurate 
(0.7 < AUC ≤ 0.9), highly accurate (0.9 < AUC ≤ 1), and per-
fect tests (AUC = 1) [10]. In this study, the performance of 
the naïve Bayesian classifier was moderately accurate (AUC 
= 0.81) (Table 3). Using the testing data set, a calibration plot 
(Figure 3B) of class probabilities against those predicted by 
the naïve Bayesian classifier showed good calibration of the 
classifier.

IV. Discussion

Decisions about how to treat breast cancer patients after 
surgery are important to prevent the recurrence of breast 
cancer, yet predicting the disease outcome for an individual 
patient is a highly challenging task. Many studies have ad-
dressed the prediction of breast cancer recurrence, and the 
most frequently used methods have been traditional statisti-
cal analyses. The Cox proportional-hazard regression model 
is the standard survival analysis statistical technique for the 
analysis of time-to-event data due to the relative simplicity 

of the established statistical theory. However, Cox regres-
sion cannot be readily adapted to nonlinear problems [11]. 
For such problems, machine learning techniques are a well-
known alternative to traditional regression methods [12,13]. 
Machine learning techniques can perform extremely well for 
many medical problems, but significant limitations hinder 
their use in the real clinical world. One of these limitations 
is that clinicians and patients cannot easily use such a pre-
diction model without a computer or calculator. Another is 
that they cannot provide valuable insight by exposing the 
relationships among attributes and classes. As a remedy to 
these problems, we applied a naïve Bayesian classifier to 
provide valuable insight and constructed a nomogram for vi-
sualization of the prediction model. The performance of the 
proposed model was similar to that of an SVM-based pre-
diction model (AUC = 0.85) [7], or that of an ANN-based 
model (AUC = 0.85) [3]. However, this comparison had the 
limitation that the performance of the SVM and ANN was 
obtained from the published literature.
 We selected seven relevant factors for the prediction model 
using a combination of clinical knowledge and statistical 
analysis. Variables selected purely by statistical analysis with-
out clinical context are generally unacceptable to clinicians, 
even if the performance is superior. In this study, experi-
enced clinicians selected 14 factors out of 192 potential fac-
tors through screening and multistep consensus meetings, 
and a final statistical method was used to confirm the final 
seven variables. All of the selected seven factors are well-
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Figure 3. Receiver operating characteristics (ROC) curve and calibration plot for the naïve Bayesian classifier at 5 years after breast can-
cer surgery. (A) The area under the ROC curve (AUC) was 0.81 for naïve Bayesian classifier. (B) The x-axis represents the pre-
dicted probability of recurrence; the y-axis represents observed probability. TP: true positive, FP: false positive.

Table 3. Classification result of the naïve Bayesian classifier at 5 
years after breast cancer surgery

AUC
Classification

accuracy
Specificity Sensitivity

Brier  

score

0.81 0.80 0.86 0.66 0.30
AUC: area under the receiver operating characteristics curve.
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known to clinicians and can be easily obtained from patients. 
In consideration of complex clinical environments, our 
proposed nomogram based on naïve Bayesian with simple 
variables should enhance acceptance of the model by clini-
cians. In clinical practice, clinicians have to decide whether 
or not to treat patients with various adjuvant therapies (che-
motherapy, radiotherapy, hormone therapy, etc.) after sur-
gery. However, if a breast cancer patient who has undergone 
surgery has a high predicted probability of recurrence in the 
proposed model, it will help the clinician to derive an ag-
gressive adjuvant therapy for recurrence prevention of breast 
cancer. The proposed model can also help patients who have 
been provided with personalized adjuvant therapy to reduce 
their risk of breast cancer recurrence.
 The proposed model showed moderate accuracy, thus it 
can be used in real clinical settings. However, it is necessary 
to evaluate the proposed model with external data for valida-
tion. 
 We have proposed a novel prognostic model predicting 
the risk of recurrence within 5 years after breast cancer 
surgery. This model can assist clinicians in the selection of 
appropriate adjuvant treatments for individual patients. This 
nomogram-based approach should be particularly useful for 
clinicians to compute the probability of breast cancer recur-
rence without depending on a computer or calculator.
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