
Address reprint requests to : Kim, Jeung-Im

School of Nursing, Soonchunhyang University, 31 Suncheonhyang 6-gil, Dongnam-gu, Cheonan 31151, Korea

Tel: +82-41-570-2493 Fax: +82-41-570-2498 E-mail: jeungim@sch.ac.kr

Received: December 8, 2021 Revised: December 13, 2021 Accepted: December 17, 2021 Published online December 31, 2021

This is an Open Access article distributed under the terms of the Creative Commons Attribution NoDerivs License. (http://creativecommons.org/licenses/by-nd/4.0)

If the original work is properly cited and retained without any modification or reproduction, it can be used and re-distributed in any format and medium.

eISSN 2093-758X

J Korean Acad Nurs  Vol.51 No.6, 643

https://doi.org/10.4040/jkan.51601

Practical Consideration of Factor Analysis for the Assessment of Construct Validity

Park, Jin-Hee, Associate Editor of JKAN1  · Kim, Jeung-Im, Editor-in-Chief of JKAN2

1College of Nursing · Research Institute of Nursing Science, Ajou University, Suwon 
2School of Nursing, Soonchunhyang University, Cheonan, Korea

EDITORIAL

© 2021 Korean Society of Nursing Science https://jkan.or.kr

INTRODUCTION

Measurement is an essential component of scientific re-

search, whether in natural, social, or health sciences. How-

ever, there is little discussion regarding issues of measure-

ment, especially among nursing researchers. Measurement 

plays an essential role in research in the health sciences field 

along with other scientific disciplines. Like other natural sci-

ences, measurement is a fundamental part of the discipline 

and has been approached through the development of appro-

priate instrumentation [1]. In the field of nursing research, it 
is necessary to strictly verify the validity and reliability of 

measurements, and consider their practical importance. Re-

searchers have been able to prepare reports after performing 

studies to develop the scales of measurement [2]. Three 

guidelines are followed: the Standards for Educational and 

Psychological Testing [3], the Standards for Reporting of Di-

agnostic Accuracy (STARD) initiative [4], and the Guidelines 

for Reporting Reliability and Agreement Studies [5]. Many 

leading biomedical journals that publish reports of diagnostic 

tests, such as the Annals of Internal Medicine, The Journal 

of the American Medical Association, Radiology, The Lancet, 
the British Medical Association, and Clinical Chemistry and 

Laboratory Medicine, have adopted STARD, along with jour-

nals in psychology such as the Journal of Personality As-

sessment [2]. The standards of reliability and validity can be 

seen in Table 1.

Development and validation of a scale is a time-consuming 

job. After the scale has been qualitatively developed, it goes 

through a rigorous process of quantitative examination and 

its score reliability and validation are measured. This in-

cludes measurement of construct, concurrent, predictive, 
concurrent, and discriminant validity. There are numerous 

techniques to evaluate construct validity such as using ex-

ploratory factor analysis (EFA), confirmatory factor analysis 

(CFA), or using a structural equation model. In this editorial, 
we will discuss the major issues in using factor analysis, a 
widely used method for validating scales. EFA and CFA differ 

greatly in assumptions, approaches, and applications, and 

should therefore be understood correctly and applied appro-

priately.

FACTORS TO BE CONSIDERED IN  

EXPLORATORY FACTOR ANALYSIS 

EFA is used to reduce the number of measured variables 

to investigate the structure between the variables, and the 

increasing statistical efficiency. It is used when the relation-

ship between observed variables and factors has not been 

theoretically established or logically organized. All observed 

variables are assumed to be influenced by all factors (each 

factor is related to all observed variables), based on which an 
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observed variable highly correlated with a factor (and with 

low correlation with other factors) is extracted to reduce the 

number of variables. Consequently, EFA is data-driven as it 

accepts the results as is, rather than based on the theoretical 

background or literature review [6]. 

To check the suitability of the data for factor analysis, the 

Kaiser–Meyer–Olkin and Bartlett’s test of sphericity is per-

formed beforehand. Factor analysis is performed in three 

steps: factor extraction, rotation, and cleaning. Determining 

the number of factors is critical as data interpretation is de-

pendent on it. However, the most widely used “Kaiser rule” 

(dropping all components with Eigen values under 1.0) is also 

the most misused. While each significant factor should have 

an Eigen value of ≥ 1.0, not all factors with an Eigen value 

of 1.0 or above are significant. Unfortunately, many research 

papers make the error of accepting any factor with an Eigen 

value of ≥ 1.0 without any further consideration [7,8]. The 

limitations of Kaiser’s rule can be overcome by using parallel 

analysis and scree test. Comprehensive consideration of 

these methods reduces over- or under-extraction of factors 

in determining the number of factors.

When trying to reduce the number of factors using vari-

ables, it can be difficult to figure out which variables belong 

to which factors. Factor rotation minimizes the complexity of 

factor loading, which makes interpretation easy, and enables 

a more detailed factor analysis.

An important difference between rotation methods is that 

they can create factors that are correlated or uncorrelated 

with each other. Four orthogonal rotation methods (equamax, 
orthomax, quartimax, and varimax) assume the factors are 

uncorrelated in the analysis. In contrast, oblique rotation 

methods assume that the factors are correlated [9]. In nurs-

ing research, it is theoretically reasonable to assume that 

factors are correlated. Researchers should apply the orthog-

onal or oblique rotation method by examining the correlation, 
and report the rotation method according to the presence or 

absence of correlation.

Finally, the cleaning of variables, the most difficult step of 

EFA, is used where convergent validity or discriminant va-

lidity is impaired, that is when factors other than those of 

previous studies are loaded. 

FACTORS TO BE CONSIDERED IN  

CONFIRMATORY FACTOR ANALYSIS

The factor analysis for the purpose of validity assessment 

Table 1. Reporting Reliability and Validity

Reliability Validity

1.  The reliability and SEM must be reported for the total 
score. 

2.  When difference scores are interpreted, the reliabilities 
and SEMs of the difference scores should be reported.

3.  The sample must be described in sufficient detail.
4.  The procedures of the test-retest interval, any training 

given to the raters, etc must be reported.
5.  If the reliability coefficients were adjusted for restriction 

in range, then report both adjusted and unadjusted 
values.

6.  If the reliability may vary with age, or with different 
groups (e.g. men versus women, those from different 
cultures), then report the reliabilities and SEMs 
separately for these groups.

1.  Clearly state, relevant sociodemographic information.
2.  If the scale is to be used in a novel way with different populations, or 

predictively rather than descriptively validity data must be gathered to support 
this new use.

3.  A rationale should be given for the domains whether covered or not in the 
content validation phase of development.

4.  When any phase of development depends on the opinions of experts, raters, or 
judges, the qualifications of these people should be given, as well as any training 
or instructions they may have received.

5.  Report sufficient details about any validation studies to allow users to judge the 
relevance of the findings to their local conditions.

6.  When the validation studies such as criterion validation, give the rationale and 
psychometric properties of the other measures (e.g. reliability and validity). 

7.  If adjustments have been made for restriction in the range of scores, report both 
adjusted and unadjusted coefficients.

SEM = Standard error of measurement.
(Cited from the article of Streiner DL, Norman GR, Cairney J. Reporting test results. In: Editor’s name, editor(s). Health Measurement Scales: A 
Practical Guide to Their Development and Use [Internet]. New York (NY): Oxford University Press; c2015 [cited 2021 Dec 7]. Available from: https://
oxfordmedicine.com/view/10.1093/med/9780199685219.001.0001/med-9780199685219) [2].

https://oxfordmedicine.com/view/10.1093/med/9780199685219.001.0001/med-9780199685219
https://oxfordmedicine.com/view/10.1093/med/9780199685219.001.0001/med-9780199685219
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is directly connected to the conceptual base of the measuring 

instrument. The purpose for CFA is testing whether the re-

sults of the factor analysis procedure consistent with the 

specified conceptual base or framework of the instrument. 

Hence, CFA is conducted when the conceptual base or 

framework of a measuring instrument clearly specifies the 

dimensionality of a concept or construct. Therefore, CFA as-

sumes that a specific observed variable is necessarily af-

fected only by a related factor (latent variable), but not by 

others, based on a strong theoretical background or previous 

research [6]. Regarding the indicators to measure specific 

constructs, cases where the result of theoretical studies is 

reliable, CFA can be used to obtain the correct model fit in-

dex. However, if there are uncertainties over the factor 

structure with controversies and differences in research re-

sults, EFA may be attempted first [10]. Park et al. [11] ad-

opted CFA, instead of EFA, to discover and validate the 

structure of factors identified in various studies.

To perform CFA, the model fit should be good enough and 

variables with little explanatory power should be removed in 

the process. There are a number of model fit indices with 

different criteria. No index has provided a perfect explana-

tion of the model fit and there is no consensus on the appro-

priate index in the literature. Therefore, it is recommended 

that a variety of indices be used to assess the model fit [7,10]. 
There are small differences in the indices recommended and 

used by researchers. As Boateng et al. [12] introduced, 
Browne and Cudeck [13] recommend RMSEA ≤ .05 as in-

dicative of close fit, .05 ≤ RMSEA ≤ .08 as indicative of fair 

fit, and values > .10 as indicative of poor fit between the hy-

pothesized model and the observed data. However, Hu and 

Bentler [14] have suggested RMSEA ≤ .06 may indicate a 

good fit. Bentler and Bonnett [15] suggest that models with 

overall fit indices of < .90 are generally inadequate and can 

be improved substantially. Hu and Bentler [14] recommend 

TLI ≤ .95. CFI ≥ .95 is often considered an acceptable fit. 

The threshold for acceptable model fit is SRMR ≤ .08.

Additionally, a CFA should have construct validity, conver-

gent validity, and discriminant validity to be accurate. Con-

struct validity is about ensuring that observed variables, 
constituting the latent variables, are created with appropriate 

concepts and definitions, through CFA. It is established when 

the standardization coefficient value, with observed variables 

constituting the latent variable, is 0.5 or higher. Convergent 

validity refers to how closely the new scale is related to other 

variables and measures of the same construct (construct re-

liability ≥ .70). In general, it is determined by construct reli-

ability and variance extracted index (AVE > .50). Discrimi-

Table 2. Comparison of Validity

Types of validity Purpose Estimate

Criterion validity

    Predictive V To determine if scores predict future outcomes Use bivariate and multivariable regression: stronger and significant 
associations or causal effects support for the validity

    Concurrent V To determine the extent to which scale scores have 
a stronger relationship with criterion measurements 
made near the time of administration

Estimate the association between scale scores and the “gold 
standard” of scale measurement: stronger significant association 
supports for validity

Construct validity

    Convergent V To examine if the same concept measured in 
different ways yields similar results

Estimate the relationship between scale scores and similar 
constructs using a multi-trait multi-method matrix, latent variable 
modeling, or Pearson’s coefficient: higher/stronger correlation 
supports for validity

    Discriminant V To examine if the concept measured is different 
fromsome other concept

Estimate the relationship between scale scores and distinct 
constructs using a multi-trait multi-method matrix, latent variable 
modeling, or Pearson’s coefficient: lower/weaker correlation 
supports for validity

(Cited from the article of Boateng GO, Neilands TB, Frongillo EA, Melgar-Quiñonez HR, Young SL. Best practices for developing and validating 
scales for health, social, and behavioral research: A primer. Frontiers in Public Health. 2018;6:149) [12].
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nant validity checks for overlap or similarity between con-

cepts constructed between two or more latent variables. It 

can be verified by comparing the variance extraction index 

of the convergent validity and the square of correlation coef-

ficient of each factor in Table 2 [12,16]. 

CONCLUSION

Factor analysis is one of the most common multivariate 

statistical analysis in measurement for validity assessment. 

The EFA process is used for reducing dimensions, by ex-

tracting a small number of constructs (factors or variables) 

from a large number of observed variables under the as-

sumption that all observed variables are related to all the 

factors (theoretical background and previous studies are in-

sufficient). On the other hand, the CFA process is used for 

identifying the relationships between latent variables and ob-

served variables (pre-determined based on a strong theo-

retical background and previous research). Therefore, it is 
crucial to develop and validate tools to measure constructs in 

the nursing field. We hope that this editorial will provide 

practical momentum for conducting a more accurate and 

systematic factor analysis with high validity and reliability.
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