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In metazoan organisms, circadian (∼24 h) rhythms are regulated
by pacemaker neurons organized in a master–slave hierarchy.
Although it is widely accepted that master pacemakers and slave
oscillators generate rhythms via an identical negative feedback
loop of transcription factor CLOCK (CLK) and repressor PERIOD
(PER), their different roles imply heterogeneity in their molecular
clockworks. Indeed, in Drosophila, defective binding between CLK
and PER disrupts molecular rhythms in the master pacemakers,
small ventral lateral neurons (sLNvs), but not in the slave oscillator,
posterior dorsal neuron 1s (DN1ps). Here, we develop a systematic
and expandable approach that unbiasedly searches the source of
the heterogeneity in molecular clockworks from time-series data.
In combination with in vivo experiments, we find that sLNvs
exhibit higher synthesis and turnover of PER and lower CLK levels
than DN1ps. Importantly, light shift analysis reveals that due to
such a distinct molecular clockwork, sLNvs can obtain paradoxical
characteristics as the master pacemaker, generating strong
rhythms that are also flexibly adjustable to environmental
changes. Our results identify the different characteristics of molec-
ular clockworks of pacemaker neurons that underlie hierarchical
multi-oscillator structure to ensure the rhythmic fitness of the
organism.

circadian rhythms j CLOCK j dorsal neuron j lateral neuron j mathematical
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The circadian clock enables organisms to manifest about 24-h
(circadian) rhythms of behavior and physiology coordinated

with rhythmic environmental changes. The generic model of the
circadian clock is composed of input, oscillator, and output,
wherein the oscillator entrains to time cues (zeitgeber) and regu-
lates the output rhythms (1, 2). This system operates as a net-
work in which the master pacemaker and slave oscillator are
organized in a hierarchical manner (3–6). The master pacemaker
receives the light signal, the prominent zeitgeber, and then drives
the slave oscillator that regulates distinct outputs such as sleep,
feeding, metabolic homeostasis, etc. (3–6). In this hierarchy sys-
tem, the master pacemaker can generate strong rhythms to yield
clear signals to the slave oscillator while still being able to flexi-
bly adjust their phase in response to changes in environmental
lighting conditions. However, the molecular mechanisms under-
lying these somewhat paradoxical characteristics of the master
pacemaker are poorly understood.

In Drosophila, small ventral lateral neurons (sLNvs) act as
the master pacemaker. That is, sLNvs maintain free-running
rhythms under constant darkness (7–9) and receive external
light signals via the visual pathway (10–12). On the other hand,
posterior dorsal neuron 1s (DN1ps) act as the slave oscillator
receiving neuropeptide pigment-dispersing factor (PDF) from
sLNvs, which is critical to maintain their rhythms (13–15). With-
out PDF signaling from sLNvs, DN1ps rapidly lose molecular

oscillation (13–15), and DN1ps follow the speed of genetically
modified sLNvs (5, 16). Furthermore, DN1ps harbor connec-
tions with output centers such as premotor, sleep, and neuroen-
docrine centers (17–22). Taken together, the circadian clock of
Drosophila has a hierarchical organization, with sLNvs being
the master pacemaker receiving light signals and DN1ps being
the slave oscillator releasing output signals, although the orga-
nization can be potentially changed in the presence of environ-
mental or genetic perturbations (9, 23, 24).

Despite the different roles of these pacemaker neurons, they
share common molecular mechanisms to generate circadian
rhythms that are well conserved in all life-forms: the inter-
locked multiple transcriptional-translational feedback loops
(TTFLs) composed of core clock proteins (25, 26). In the Dro-
sophila core TTFL, CLK, and CYCLE (CYC) activate the tran-
scription of per and timeless (tim); PER and TIM proteins, in
turn, repress their own transcription in which PER is the core
repressor. This core TTFL regulates the 24-h period rhythmic
expression of clock genes and other clock-controlled genes.
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are widely believed to generate circadian rhythms via an
identical molecular clockwork. However, their different roles
in regulating those rhythms raise the question of whether
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their heterogeneity, we found that the master clock neurons
have higher synthesis and turnover rates of repressor and
lower activator levels than the slave clock neurons. Further
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clock can have two contradictory properties, robustness and
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Although sLNvs and DN1ps generate circadian rhythms via
identical TTFLs, unexpectedly, we previously found that their
rhythms are altered in a different way in pfClk-Δg;Clkout flies
(here referred to as Clk-Δ flies), which express CLK defective
in PER binding (27). Specifically, in Clk-Δ flies, PER oscillation
was significantly dampened in sLNvs but quasinormal in
DN1ps, demonstrating heterogeneity in their molecular clocks.

Here, we took advantage of Clk-Δ flies to understand pace-
maker neuron–specific molecular clockworks. Specifically, we
analyzed the neuron-specific alteration of a time series of PER in
Clk-Δ flies by developing a systematic modeling approach. This
allowed us to systematically investigate all possible molecular dif-
ferences in the core TTFL between sLNvs and DN1ps with their
mathematical models developed in this study. With a combina-
tion of in vivo experiments, we found essential differences in the
molecular clockworks of sLNvs and DN1ps to reproduce their dif-
ferent rhythm alterations by Clk-Δ: CLK levels are higher in
DN1ps than in sLNvs, the synthesis of PER is more efficient, and
the degradation of PER is faster in sLNvs than in DN1ps. Fur-
thermore, we found that such distinct molecular mechanisms of
the core TTFL in sLNvs are critical for its ability to act as the
master pacemaker, generating strong rhythms while flexibly
adapting its phase to environmental changes (e.g., jet lag) via in
silico experiments. In conclusion, our study presents pacemaker
neuron–specific molecular clockworks that underlie the hierarchi-
cal organization of the circadian clock to ensure the rhythmic fit-
ness of the organism.

Results
PER Rhythms Are Dampened in sLNvs but Not in DN1ps in Clk-Δ
Flies. CLK-Δ is a deletion mutant of CLK lacking amino acids
(AA) 657 through 707, which are crucial for interaction with
PER, and thus is defective in PER binding (Fig. 1A) (27).
Because PER binding–induced hyperphosphorylation and sub-
sequent degradation is less likely to occur for CLK-Δ compared
to CLK-WT, CLK-Δ is more stable than CLK-WT (Fig. 1A)
(27). Furthermore, CLK-Δ has lower transcriptional activity
compared to CLK-WT (27), which appears to be due to
impaired interaction with the E-box (CACGTG) of the per
gene, as shown with mouse CLK lacking exon 19 (homologous
to AA 657 through 707) (Fig. 1A) (28).

Due to these biochemical deficits of CLK-Δ compared to
CLK-WT, Clk-Δ flies exhibit altered molecular rhythms com-
pared to control Clk-WT flies. Previously, we reported that the
molecular rhythms of different pacemaker neurons in the brain
(Fig. 1B) are differentially altered by the CLK-Δ mutation. Spe-
cifically, PER levels are more strongly reduced in LNvs than in
DN1ps of Clk-Δ flies compared to Clk-WT flies (27). PER lev-
els throughout the light–dark (LD) cycle were requantitated
with the data from the previous report, and their amplitudes
were calculated (Fig. 1 C and D and SI Appendix, Table S1).
While the amplitude is reduced by about 50% in sLNvs of Clk-
Δ flies compared to Clk-WT flies, the amplitudes of the PER
rhythms are maintained in DN1ps of Clk-Δ flies (Fig. 1D). We
then measured PER rhythms in constant dark condition (DD)
(Fig. 1E), which showed a more dramatic difference between
sLNvs and DN1ps. Specifically in sLNvs, PER rhythms are abol-
ished in Clk-Δ flies (SI Appendix, Table S1), which is consistent
with their arrhythmic behavior under DD (27). DN1ps of Clk-Δ
flies show intact rhythms, albeit peak and trough levels are
reduced compared to control flies. Consistently, the amplitudes
of the PER rhythms in sLNvs of Clk-Δ flies are greatly reduced
compared to those of Clk-WT flies but not in DN1ps of Clk-Δ
flies (Fig. 1F). These different effects of the CLK-Δ mutation
on PER rhythms in sLNvs or DN1ps imply that their core
TTFL might be different.

Mathematical Modeling Predicts Differences in Molecular Clockworks
between sLNvs and DN1ps. To identify the differences in molecular
clockworks between two pacemaker neurons, we developed a
mathematical model describing the core TTFL of the circadian
clock in sLNvs and DN1ps (Fig. 2 A, Top; see SI Appendix for
details). In the model, CLK binds to the E-box of the per pro-
moter and activates the transcription of per messenger RNA
(mRNA). Next, per mRNA is translated to PER in the cyto-
plasm and then enters the nucleus, where it inhibits CLK by
forming a 1:1 stoichiometric complex with CLK. For simplicity,
CYC and TIM are not considered in the model. Thus, light,
which destabilizes cytoplasmic TIM, is assumed to directly
destabilize cytoplasmic PER, because TIM stabilizes PER (SI
Appendix, Fig. S1) (29–32).

Next, we unbiasedly searched parameters of the model to sim-
ulate the different time series of PER between sLNvs and DN1ps
(Fig. 1 C–F) by developing a systematic modeling approach (SI
Appendix, Fig. S2). Specifically, to investigate all possible differ-
ences in the core TTFL between sLNvs and DN1ps without bias,
we allowed that the parameters of their models, which are
referred to as LN and DN models, can differ, except for dissocia-
tion constants between molecules (Fig. 2 A, Middle; red and blue
triangles represent a set of model parameters for sLNvs and
DN1ps, respectively). Furthermore, to construct LN-Δ and DN-Δ
models by switching CLK-WT to CLK-Δ in the LN and DN
models, respectively, we allowed larger CLK levels and higher
dissociation constants between PER and CLK, between PER and
CLK:E-box, and between CLK and E-box, compared to CLK-
WT, reflecting the experimental data (Fig. 1A) (27, 28). The
parameters of the LN, DN, LN-Δ, and DN-Δ models were esti-
mated together by fitting them to the eight time-series data of
PER for sLNvs of Clk-WT flies, sLNvs of Clk-Δ flies, DN1ps of
Clk-WT flies, and DN1ps of Clk-Δ flies under LD and DD with
the simulated annealing (SA) algorithm (Fig. 2 A, Bottom). Dur-
ing the fitting, to avoid unnecessary differences among these four
models, we used a regularization cost penalizing the difference in
the values of parameters between the LN and DN models as well
as the fitting cost (SI Appendix, Fig. S2 B and D; see SI Appendix
for details).

In this way, we found 103 parameter sets with which the four
models can successfully reproduce the experimentally observed
time series with minimal differences between the LN and DN
models (Fig. 2B, SI Appendix, Fig. S3, and Dataset S1). In par-
ticular, the simulated time series successfully captured the
dampened rhythms in sLNvs of Clk-Δ flies and quasinormal
rhythms in DN1ps of Clk-Δ flies. Next, we investigated the 103

parameter sets to identify key differences between the LN and
DN models. Interestingly, we found that the parameters
describing the degradation and synthesis rates of PER were
greater in the LN model than in the DN model, while the
parameter describing the CLK level was lower in the LN model
than in the DN model (Fig. 2C). On the other hand, there were
no apparent differences between the LN and DN models in
parameters describing the nuclear translocation of PER (Fig.
2C) and the light-induced change of PER degradation (SI
Appendix, Fig. S4). This predicts that CLK levels in sLNvs are
lower compared to DN1ps and that the synthesis and degrada-
tion rates of PER in sLNvs are higher compared to DN1ps (Fig.
2D). The higher synthesis and degradation rates of sLNvs lead
to larger amplitudes compared to DN1ps (33). Importantly, due
to the higher synthesis rates and lower CLK levels, the tran-
scription of the LN model changes more sensitively in response
to the change in the level of PER than the DN model, which is
critical to generate stronger rhythms (SI Appendix, Fig. S5).
However, due to the high sensitivity, when transcriptional
repression of per is weakened by the weak binding affinity
between CLK-Δ and PER, the LN model shows a more sensi-
tive response compared to the DN model. That is, the molar
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ratio between PER and CLK, which is critical for rhythm gen-
eration (34, 35), dramatically changes in sLNvs, but not in
DN1ps, and results in the dampening of PER rhythms in sLNvs
but not in DN1ps (SI Appendix, Fig. S5).

Verification of the Predicted Different Molecular Clockworks between
sLNvs and DN1ps. We first examined CLK levels that were pre-
dicted by our model to be different in sLNvs and DN1ps (Fig.
2C). Clk-WT flies were entrained under a 12:12 LD cycle, and

immunostaining of CLK was performed at ZT2 and ZT14,
when transcriptional activity of CLK is low and high, respec-
tively. We found that CLK levels in DN1ps were higher com-
pared to those in sLNvs at both time points, which confirms the
model prediction (Fig. 3 A and B).

Next, to validate whether the PER degradation rate is higher
in sLNvs than in DN1ps, we performed cycloheximide (CHX)
assays in vivo to block PER translation. Flies were transferred
to CHX-containing food, and then PER degradation kinetics

Fig. 1. Amplitudes of PER rhythms are reduced in sLNvs, not in DN1ps, of Clk-Δ flies under both LD and DD. (A) CLK-Δ has several biochemical deficits
compared to CLK-WT. CLK-Δ is impaired in PER binding and E-box binding, leading to low E-box–dependent transcriptional activity. Furthermore, CLK-Δ
is stable, so it presents in higher amounts than CLK-WT. (B) Schematic drawing of a Drosophila brain with pacemaker-neuron clusters. lLNv, large ventral
lateral neurons; sLNv, small ventral lateral neurons; LNd, dorsal lateral neurons; LPN, lateral posterior neurons; DN1–3, dorsal neuron groups 1 through 3;
DN1a, anterior DN1; DN1p, posterior DN1. (C) PER levels in sLNvs and DN1ps throughout the LD cycle were requantitated with the data from the previous
report by obtaining sum intensity of PER (see Materials and Methods for details) (25). White and gray backgrounds represent the L and D conditions,
respectively. Values represent mean ± SEM; n = 24 to 50. Asterisks indicate a statistically significant difference between values at each time point
(Student’s t test; *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001). The rhythmicities of all time series are significant according to the LR test (P < 0.01)
(SI Appendix, Table S1). (D) Relative amplitudes of PER rhythms of Clk-WT (black) and Clk-Δ (orange) flies in C. The amplitudes of PER rhythms were nor-
malized to that of Clk-WT flies. (E) Clk-WT and Clk-Δ flies were entrained under the LD cycle and kept in DD conditions. On the fourth day of DD, flies
were collected at the indicated times and isolated brains were processed for whole-mount immunohistochemistry for PER (green) and PDF (red). PDF
staining was used to mark LNvs. Images are representative for each subset of pacemaker neurons. PER levels of sLNvs and DN1ps under DD conditions
were quantified and values represent mean ± SEM; n = 24 to 41. Asterisks indicate a statistically significant difference between values at each time point
(Student’s t test; *P < 0.05, **P < 0.01, ****P < 0.0001). The rhythmicities of time series, except for sLNvs of Clk-Δ flies, are significant according to the LR
test (P < 0.01) (SI Appendix, Table S1). (F) Relative amplitudes of PER rhythms of Clk-WT and Clk-Δ flies in E, calculated as in D.
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were measured in each neuronal group. We first confirmed that
the CHX treatment strategy worked by measuring PER levels
every 1 h after CHX treatment beginning at CT15 when PER
levels are low and PER synthesis begins. PER levels in sLNvs
and DN1ps in the CHX-treated group did not increase, but
those in the mock-treated group hugely increased (Fig. 3 C and
D). Thus, CHX treatment effectively inhibited PER translation
in flies. We next measured PER levels in sLNvs and DN1ps
every 1 h after CHX treatment beginning at CT2 when PER
levels are high and, thus, PER degradation mainly occurs.
Indeed, PER in sLNvs degraded much faster than PER in
DN1ps starting from CT2, which supports the model prediction
(Fig. 3E).

PER synthesis was predicted to be much more efficient in
sLNvs than in DN1ps (Fig. 2C). In fact, it has been reported
that a complex containing TWENTY-FOUR (TYF) and
ATAXIN-2 (ATX2) supports the translation of per mRNA in

an LN-specific manner (36–38), which can lead to more effi-
cient synthesis of PER in sLNvs than DN1ps. Nonetheless, this
could not directly prove that the synthesis rate of PER is higher
in sLNvs than DN1ps because there might be some other cell
type–specific regulatory mechanism for synthesis. To examine
whether the synthesis rate of PER is higher in sLNvs than in
DN1ps, we tracked PER accumulation after 3 h of CHX treat-
ment in each neuronal group. As the PER accumulation is reg-
ulated by both the synthesis and the degradation, minimizing
the contribution of the degradation is necessary to translate the
accumulation rate to the synthesis rate of PER. Thus, we used
wper01;perΔPDBD flies that are defective for Double Time
(DBT) binding and thus are resistant to the degradation (39).
Exposure of flies in CHX-containing food for 3 h greatly
reduced PER levels to almost undetectable levels in sLNvs and
DN1ps (Fig. 3 F and G). After the transfer of flies to normal
food, the PER signal began to appear, and the rate of PER

Fig. 2. A systematic modeling approach predicts differences in molecular clockworks between sLNvs and DN1ps. (A) A model diagram of a mathematical
model describing the core TTFL in the Drosophila clock (Top). With this model, we investigated parameters describing differences in molecular clockworks
between sLNvs and DN1ps (Middle) required to reproduce the time series of PER for sLNvs of CLK-WT, sLNvs of CLK-Δ, DN1ps of CLK-WT, and DN1ps of
CLK-Δ under DD/LD (Bottom). Red and blue triangles represent a single set of model parameters for sLNvs and DN1ps, respectively. White and gray back-
grounds represent the L and D conditions, respectively. (B) We repeated the parameter estimation until we obtained 103 successful parameter sets with
which the models can reproduce the experimentally observed time series (dot). Both simulated and experimentally observed time series were normalized
to their peak values. Here, white and gray backgrounds represent the L and D conditions, respectively. (C) The distributions of the log ratios between the
parameters of the LN and DN models for PER degradation rates, PER synthesis rates, CLK levels, and PER nuclear translocation rates were obtained using
the 103 parameter sets. To effectively compare the synthesis and decay of the total PER, we compared the multiplication of transcription and translation
rates divided by the CLK level and the multiplication of the degradation rates of per mRNA, the cytoplasmic PER, and the nuclear PER, respectively. The
log ratios of parameters describing degradation and synthesis of PER are predominantly positive, whereas the log ratios of parameters describing the CLK
level are predominantly negative (Cohen’s d > 0.8, indicating large effect size) (78). On the other hand, there are no apparent differences for the nuclear
translocation rate of PER between LN and DN models (Cohen’s d < 0.5, indicating small effect size) (78). Means (SDs) for the log ratios of degradation,
synthesis, and the nuclear translocation rate of PER and CLK level are 0.5 (0.2), 1.7 (0.5), �0.2 (0.6), and �0.9 (0.3), respectively. (D) This predicts that the
CLK levels in sLNvs are lower than in DN1ps, and the synthesis and degradation rates of PER in sLNvs are higher than in DN1ps.
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accumulation was faster in sLNvs than DN1ps (Fig. 3 F and G).
These results indicate that PER synthesis is indeed much more
efficient in sLNvs than DN1ps, as our model predicted.

Light Perturbation Causes Phase Dispersion in sLNvs before Their
Reentrainment. With our combined theoretical and experimental
approach, we have identified differences in the molecular clock-
works between sLNvs and DN1ps that underlie the differential
effects on rhythm caused by the Clk-Δ mutation (Figs. 2 and 3).
This raised the question of whether these distinct molecular
clockworks of sLNvs are critical for their ability to act as the
master pacemaker. Thus, we compared the LN and DN models
under a regular standard 12:12 LD cycle and under a 4-h phase
advance to represent an environmental perturbation (Fig. 4 A

and B). For this, after choosing a single parameter set from the
103 parameter sets (Fig. 2B), we constructed the groups of the
LN and DN models having different phases after LD entrain-
ment (Fig. 4 A and B, day 0; see SI Appendix for details), con-
sistent with experiments (40, 41) wherein sLNvs and DN1ps
were shown to have wide ranges of intrinsic phases even after
LD entrainment. The constructed groups of LN and DN
models have similar phase coherences (i.e., R ≈ 0:8) that were
quantified by calculating the mean vector of each peak phase:
the length of the vector (R) is 1 or 0 when all the phases
are identical or completely incoherent (i.e., evenly spaced),
respectively.

However, after the 4-h phase advance (Fig. 4 A and B,
triangle), the LN and DN models showed different phase

Fig. 3. Levels of CLK and PER degradation and synthesis rates are different between sLNvs and DN1ps. (A and B) (Left) Clk-WT flies were collected at ZT2
(A) or ZT14 (B), and isolated brains were processed for whole-mount immunohistochemistry for CLK (green) and PDF (red). PDF staining was used to mark
LNvs. Images are representative for each subset of pacemaker neurons. (Right) The levels of CLK were quantified, and values represent mean ± SEM;
n = 38 to 100. Asterisks indicate statistically significant difference between values at each time point (Student’s t test; **P < 0.01, ****P < 0.001). (C–E)
(Top) Clk-WT flies were exposed to vehicle- (CTRL) or CHX-containing food, collected at the indicated time, and processed for whole-mount immunohisto-
chemistry for PER (green). White arrowheads indicate PER-containing pacemaker neurons used for quantification. (Bottom) The levels of PER were quanti-
fied, and all values were normalized to the values at 0 h. Values represent mean ± SEM; n = 41 to 119. Asterisks indicate a statistically significant differ-
ence between values at each time point (Student’s t test; ***P < 0.001). (F and G) wper01;perΔPDBD flies were maintained in CHX-containing food for 3
h and then transferred to normal food. (F) Flies were collected at the indicated time and processed for whole-mount immunohistochemistry for PER
(green). White arrowheads indicate PER-containing pacemaker neurons used for quantification. (G) The levels of PER were quantified, and values repre-
sent mean ± SEM; n = 19 to 80. The orange background represents the CHX exposure period, and dashed lines are fitted curves.
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coherences. Specifically, the simulated PER rhythms with the
LN model exhibited rapid phase dispersion, and thus, their
phase coherence was dramatically reduced (R ≈ 0:2; Fig. 4A,
day 1). In contrast, the simulated PER rhythms with the DN
model maintained the phase coherence (R ≈ 0:8; Fig. 4B, day
1). Due to the phase dispersion, the mean amplitude of the LN
model was greatly reduced compared to that of the DN model
(Fig. 4 A and B, day 1). As a result, the mean amplitude of the
LN model was not recovered on day 2, in contrast to the DN
model (Fig. 4 A and B, day 2). Nevertheless, the mean phases
of both of the LN and DN models were reentrained to the
advanced LD cycle on the same day (Fig. 4 A and B, days 2

and 3). When different parameter sets among the 103 parame-
ter sets were used for the LN model, similarly, the phase dis-
persion occurred right after the phase advance of the LD cycle,
and then the rapid reentrainment was followed for the majority
of cases (SI Appendix, Fig. S6). Interestingly, for a few cases in
which phase dispersion did not occur right after the phase
advance of the LD cycle, it took longer for the LN model to be
reentrained (SI Appendix, Fig. S7). Previous in vivo PER biolu-
minescence reporter–recording experiments also showed that
the mean phase of sLNvs is abruptly shifted to the final phase
after strong phase dispersion of sLNvs in response to a phase-
advancing light pulse (40, 41) and phase shift (42).

Fig. 4. In response to a phase advance of the LD cycle, sLNvs, but not DN1ps, exhibit phase dispersion. (A and B) The simulated time series of PER of the
LN and DN models in response to a 4-h phase advance (triangle). For each day, peak phases of the LN and DN models are shown in upper circular plots
where the arrows of circular plots represent the mean vector of the peak phases. The length R and direction of the mean vector represent the phase
coherence and mean phase of the population of oscillators, respectively. On day 0, both the LN and DN models show similar phase coherences. After the
phase advance (triangle), the phase coherence of the LN models, but not the DN models, was greatly reduced (day 1). On day 2, the mean phases of both
the LN and DN models were nearly reentrained to the advanced LD cycle (A and B, day 2). Here, time series of PER of the LN and DN models were simu-
lated with the first parameter set (Dataset S1), and white and gray backgrounds represent the L and D conditions, respectively. (C–F) Clk-WT flies were
entrained under 12:12 LD for three days and exposed to 4-h phase advance on the evening of the fourth day (day 1). Flies were collected at the indicated
time before (day 0), during (day 1), and after (day 2) the phase shift. The levels of PER in sLNvs (C) and DN1ps (D) were quantified, and values represent
mean intensity ± SEM; n = 34 to 54. (E) Four representative images of sLNvs PER (white) at the indicated time from day 0 to day 2 are shown. C,
cytoplasm; N+C, nucleus + cytoplasm; N, nucleus. (F) The percentage of subcellular localization of PER. NA indicated sLNvs with little PER.
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Next, we also examined whether PER rhythms of sLNvs and
DN1ps exhibited different responses following phase shift as
the in silico model predicted. Clk-WT flies were entrained
under a 12:12 LD cycle and then exposed to the 4-h advanced
LD cycle. PER rhythms of sLNvs and DN1ps were probed from
day 0 (before phase shift) to day 2 (after phase shift) (Fig. 4 C
and D). The trajectory of PER rhythms of sLNvs and DN1ps
were very similar to those of in silico LN and DN models. In
sLNvs, the mean amplitude of PER rhythms was greatly
reduced during phase shift on day 1 and restored, but not fully,
after phase shift on day 2 (Fig. 4C). In DN1ps, the mean ampli-
tude of PER rhythms was maintained from day 0 to day 2 (Fig.
4D). In addition, heterogeneity of the subcellular localization of
PER arose in sLNvs during phase shift (Fig. 4E). The subcellu-
lar localization can be a phase mark because the nuclear entry
of PER is temporally gated for circadian timekeeping (43, 44).
Before phase shift (Fig. 4 E and F, day 0), PER transitions
from mostly both cytoplasmic and nuclear localization at early
night (e.g., ZT18) to mostly nuclear localization at late night
(e.g., ZT22) were followed by exclusively nuclear localization at
early day (e.g., ZT2), consistent with previous reports (43, 44).
However, at subjectives ZT22 and ZT2 after phase shift (Fig. 4
E and F, day 1), the population of cytoplasmic, both cytoplas-
mic and nuclear localization was increased compared to day 0.
In addition, neurons with little PER, such that the localization
could not be scored, were observed as well. Furthermore, on
day 2, the subcellular distribution of PER became similar to
that on day 1 (Fig. 4 E and F). These results indicate that phase
coherence was reduced in sLNvs after phase shift and then
restored, as the in silico model predicted.

Our simulation results suggest that such phase dispersion of
sLNvs appears to stem from their distinguishing TTFL from
DN1ps. Specifically because PER in the LN model is synthe-
sized and degraded at higher rates compared to PER in the
DN model (Fig. 2 C and D), the level of per mRNA in the LN
model rapidly increases and decreases during a shorter dura-
tion, like a spike (SI Appendix, Fig. S8 A and B). As the phase
of a spike-like oscillator is known to be sensitively shifted
depending on the time at which the light is perturbed (45),
phases of simulated PER rhythms with the LN model are
largely dispersed by phase shift, unlike that with the DN model.
Whether the distinct TTFL of sLNvs from DN1ps indeed
contributes to the phase dispersion needs future experimental
work.

Discussion
In the Drosophila circadian clock, some molecular differences
in pacemaker neurons have been reported (46–49) in addition
to their different repertoire of transcripts (50–53). However, it
has been poorly understood whether and why key molecular
mechanisms for generating circadian rhythms differ among
pacemaker neurons. In this study, we found differences
between the core TTFL of the circadian clock in sLNvs and
DN1ps by using a combination of theoretical and experimental
approaches. Furthermore, we found that such distinct charac-
teristics of the core TTFL in sLNvs enables them to generate
strong rhythms while flexibly adapting their phase upon
changes to the environmental lighting conditions.

To understand why PER rhythms are altered differently by
the same Clk-Δ mutation between sLNvs and DN1ps, we devel-
oped a systematic modeling approach (Fig. 2A and SI
Appendix, Fig. S2). That is, we investigated all possible differ-
ences in the core TTFL of sLNvs and DN1ps to identify key
differences that explain their different alterations by the Clk-Δ
mutation. This allowed us to identify the 103 parameter sets of
mathematical models that can reproduce different time series
of PER between sLNvs and DN1ps (Fig. 2B and SI Appendix,

Fig. S3). Then, by analyzing the common patterns of the 103

parameter sets (Fig. 2C), we were able to identify key differ-
ences in molecular clockworks between sLNvs and DN1ps:
higher synthesis and turnover of PER and lower CLK levels in
sLNvs than DN1ps (Fig. 2 C and D). While we assumed that
the dissociation constants are the same to avoid the identifiabil-
ity issue of the parameter estimation, the dissociation constants
could also differ in molecular clockworks between sLNvs and
DN1ps (54). Investigating this will be interesting in future work.

We analyzed the patterns of 103 parameter sets rather than a
single best-fit parameter set to avoid overfitting, because the
best-fit parameter may not yield the most meaningful parame-
ters when models contain a large number of parameters (55).
Such a systematic approach has also been successfully used to
resolve the unexpected dynamics in biological systems (56–58).
While these previous studies focused on identification of hid-
den regulation underlying a single system, we investigated the
difference between two systems, sLNvs and DN1ps. Thus, we
used the regularization cost, penalizing the difference in the
values of parameters between the LN and DN models, to avoid
unnecessary differences (SI Appendix, Fig. S2 B and D). This
systematic modeling framework is expandable to identify
heterogeneity of other systems.

The predicted lower CLK levels in sLNvs than in DN1ps were
confirmed by in vivo experiments (Fig. 3 A and B). Given the
lower amount of the transcription factor CLK, one can imagine
that de novo–synthesized nascent per transcript would be lower,
producing a lower amount of PER in sLNvs than in DN1ps. But
PER is more rapidly synthesized in sLNvs than in DN1ps (Fig. 3
F and G), indicating that the production of PER in sLNvs might
be enhanced by posttranscriptional mechanisms. Intriguingly, the
translation activation complex of ATX2 and TYF posttranscrip-
tionally regulates per mRNA in an LN-specific manner (36–38).
miRNAs are also important posttranscriptional regulators of
gene expression that degrade target mRNA and/or inhibit its
translation. Numerous miRNAs regulate the circadian rhythm by
affecting Clk, clockwork orange, tim, or output genes (59–65).
While no microRNA (miRNA) targeted toward per mRNA has
been identified so far, the different repertoire of miRNA in pace-
maker neurons might be responsible for the different kinetics of
PER accumulation.

In addition, the predicted higher turnover rate of PER in
sLNvs than in DN1ps was also confirmed by in vivo experiments
(Fig. 3 C–E). What could cause these differences in the degra-
dation rate of PER between sLNvs and DN1ps? Throughout
the day, PER is progressively phosphorylated by several kinases
including DBT (casein kinase I ortholog in flies), casein kinase
2 (CK2), NEMO, and Shaggy (GSK3-β ortholog in flies) (47,
66–70). Hyperphosphorylated PER is degraded by the
ubiquitin-proteasome system via recognition of Ser47 phos-
phorylation by the ubiquitin ligase Supernumerary Limbs
(SLIMB). Thus, different repertoires of kinase activity in each
group of pacemaker neurons might result in different kinetics
of PER hyperphosphorylation leading to Ser47 phosphoryla-
tion, which is the PER degradation mark. For instance, Ser47
phosphorylation and PER degradation is delayed by NEMO-
dependent phosphorylation of the middle part of PER. Intrigu-
ingly, NEMO is expressed in sLNvs, large ventral lateral
neurons, dorsal lateral neurons, and DN1s but not in DN2s or
DN3s (71). Furthermore, CK2 is expressed only in LNvs (47,
48). Collectively, we reasoned that a unique repertoire of kin-
ases cooperates to make PER more susceptible to degradation
in sLNvs than in DN1ps. Of course, given that the phosphoryla-
tion status of a protein is regulated by phosphatases, the phos-
phatase repertoire and/or expression level could be another
important determinant of degradation rate. Indeed, PP1
and PP2A affected PER phosphorylation and thus its stability
(72, 73).
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Our mathematical model predicted that the CLK-Δ mutation
induced different rhythm alterations in sLNvs and DN1ps (Fig.
1) due to the differences in molecular clockworks between
sLNvs and DN1ps (Fig. 2D and SI Appendix, Fig. S5). Specifi-
cally, when PER levels are higher than CLK levels in the
nucleus, the majority of CLK is sequestered and, thus, tran-
scription of per mRNA is suppressed (i.e., the suppression
phase) (SI Appendix, Fig. S5 A–D). As a result, only when PER
levels are lower than CLK levels in the nucleus is the transcrip-
tion of per mRNA promoted (i.e., the activation phase). How-
ever, as the binding between CLK and PER is disrupted due to
the CLK-Δ mutation, even when PER levels are higher than
CLK levels, free CLK is available, and thus, the transcription of
per mRNA is weakly promoted (SI Appendix, Fig. S5 B and D;
inset). This weak transcription of per mRNA dramatically
increases PER levels compared to CLK levels due to the high
synthesis rate of PER and the low CLK levels in the LN-Δ
model (SI Appendix, Fig. S5 A and E). As a result, the
transcription of per mRNA cannot be fully promoted. This dis-
ruption of the transition from the suppression phase to the acti-
vation phase dampens circadian rhythms in the LN-Δ model.
On the other hand, the weak transcription of per mRNA has lit-
tle effect on the ratio between PER levels and CLK levels due
to the high CLK levels and low synthesis rate of PER in the
DN-Δ model (SI Appendix, Fig. S5 C and E). Thus, even in
the presence of the CLK-Δ mutation, the transition between
the activation and suppression phases occurs, leading to quasi-
normal circadian rhythms in the DN-Δ model. Taken together,
the LN model shows a greater sensitivity of the transcription in
response to the change in the level of PER than the DN model
to generate stronger rhythms. However, due to such greater
sensitivity, when the system is perturbed (i.e., mutation), the
LN model shows a more sensitive response compared to the
DN model, leading to the loss of rhythms. As the greater sensi-
tivity is cooperatively generated by the high synthesis rate of
PER and low level of CLK (SI Appendix, Fig. S5E), the LN-Δ
model predicts that changing a single parameter alone (i.e.,
synthesis rate of PER) will not rescue the rhythms disrupted by
the CLK-Δ mutation in sLNvs (SI Appendix, Fig. S9). It would
be interesting in future work to investigate whether the dis-
rupted rhythms can be rescued by simultaneously changing
multiple parameters of the molecular clockworks in sLNvs.

Why, then, do sLNvs have such different molecular properties
from DN1ps? Due to the fast synthesis and turnover rates of
PER, sLNvs can generate rhythms with high amplitudes (Fig. 1E
and SI Appendix, Fig. S5), which is critical to yield clear signals
to slave oscillators. Unexpectedly, although typically strong oscil-
lators with high amplitudes have difficulty in adapting to envi-
ronmental changes (e.g., jet lag) (74), we found that sLNvs can
be reentrained to the new LD cycle as rapidly as DN1ps (Fig. 4).
Interestingly, before the reentrainment, unlike DN1ps, the
phases of sLNvs are greatly dispersed. Our in silico study pro-
poses that the phase dispersion stems from the distinct property
of TTFL in sLNvs from DN1ps due to its spike-like and sensitive
transcription yielding strong oscillation (SI Appendix, Fig. S8),
consistent with ref. 45. Another study also showed that the sensi-
tive response of per mRNA in response to the environmental
change, yielding phase plasticity, is the feature of robust oscilla-
tors (75). That is, the sensitive change of per mRNA, and thus
sensitive phase shifts under environmental change, counterbal-
ance the change of the other reaction rates and lead to period
robustness (75). Taken together, due to the distinct molecular
clockworks of sLNvs compared to those of DN1ps, sLNvs could
obtain both robustness (i.e., high amplitude and period robust-
ness) and plasticity (i.e., fast entrainment and a wide range of
entrainment), which are critical characteristics for a master
pacemaker.

Materials and Methods
Fly Strains. The following Drosophila strains were used in this study: pfdClk-
WTg; Clkout (27), pfClk-Δg;Clkout flies (27), andwper01;perΔPDBD (39).

Immunohistochemistry and Image Analysis. Adult fly heads were cut in ice-
cold Schneider’s Drosophila media (SM), and ∼10 brains were analyzed for
each time point. Heads were fixed in 4% formaldehyde and washed with
0.5% PAXD buffer (1× phosphate buffered saline [PBS], 5% bovine serum
albumin, 0.03% sodium deoxycholate, and 0.03% Triton X-100). Fixed heads
were dissected, and the isolated brains were permeabilized by incubation in
1% PBT (1× PBS and 1% Triton X-100) for 20 min and then incubated in block-
ing solution (PAXD containing 5% horse serum). Primary antibodies were
added directly to the blocking solution, and brains were incubated overnight
at 4 °C. The following primary antibodies and final dilutions were used: anti-
PER antibody (Rb1), 1:100 (44) and anti-PDF antibody (C7), 1:200 (Develop-
mental Studies Hybridoma Bank). The brains were washed with PAXD buffer
and incubated overnight at 4 °C with secondary antibodies in blocking solu-
tion. Alexa Fluor 488–conjugated anti-rabbit IgG (Invitrogen) and Alexa Fluor
555–conjugated anti-mouse IgG (Invitrogen) were used at a final dilution of
1:200. Samples were washed several times with PAXD, incubated in 0.1 M
phosphate buffer containing 50% glycerol for 15 to 30 min, and mounted
using Vectashield (Vector Laboratories). Confocal images were obtained with
an LSM800 confocal microscope (Carl Zeiss) and processed with ZEN software
(Carl Zeiss). Scoring of staining intensities was performed on single optical sec-
tions that show the maximum sectional area for each neuron. For each neu-
ron, area and mean intensity were obtained using ImageJ software (NIH). The
background staining level was measured in the field surrounding each neuro-
nal group and subtracted from the mean intensities measured for the cells.
The level of PER was quantified by obtaining the relative concentration of PER
in the whole cell, the variable of the mathematical model, for the fitting of
the model (Fig. 2 A and B). Since the concentration is defined by total amount
divided by volume, we first calculated the sum intensity of PER protein to rep-
resent the total amount of PER protein by multiplying the mean intensity and
spherical volume estimated from the PER-stained area (Fig. 1 C and E). The
same volume was used, since we found that sLNvs and DN1ps have similar
areas. Therefore, the sum intensity of PER is equivalent to the relative concen-
tration of PER. We calculated the amplitudes of PER rhythms as the difference
between the maximum and minimum average intensities. To compare the
amplitude of PER rhythms of Clk-Δ flies with that of Clk-WT flies, the relative
amplitude was calculated by dividing each amplitude of PER rhythms of Clk-
WT flies and Clk-Δ flies by that of Clk-WT flies so that the relative amplitude
of PER rhythms of Clk-WT flies is one.

Likelihood Ratio Test for Detecting Rhythmicity. We used the log-likelihood
ratio (LR) test to detect the rhythmicity of the short time-series data (Fig. 1 C
and E and SI Appendix, Table S1) because the method yields a low false-
positive error (76). We used the significance criteria (P < 0.01) suggested by
ref. 76. This calculation was done using the R package diffCircadian provided
by Ding et al. The R package diffCircadian is available at https://rdrr.io/github/
diffCircadian/diffCircadian/.

CHX Treatment. To score the degradation rate of PER, Clk-WT flies were fed
with the protein synthesis inhibitor CHX (Sigma-Aldrich No. C7698) dissolved
into sweet food (20% sucrose and 2% agar). The flies were exposed to 4 d of
12:12 LD at 25 °C and subsequently kept in DD for 4 d. At the fourth day in
DD, before transferring the flies into the vehicle- or CHX-containing food, the
flies were starved for 3 h to promote feeding. The flies were maintained in
CHX-containing food and collected at the indicated time and processed for
brain immunostaining with PER. To assess the synthesis rate of PER, wper01;-
perΔPDBD flies were treated with CHX as above. After 3 h of CHX incubation,
flies were transferred to normal food, collected at the indicated time, and
processed for brain immunostainingwith PER.

Systematic Modeling Approach to Identify the Differences in the Core TTFL
between sLNvs and DN1ps. To identify the differences in molecular clockworks
between sLNvs and DN1ps, we developed amathematical model that describes
the core TTFL of the circadian clock in Drosophila using ordinary differential
equations based on mass action kinetics (Fig. 2A; see SI Appendix for details).
This mathematical model explicitly describes stoichiometric bindings between
the key regulators of per transcription, PER, CLK, and E-box of the per pro-
moter. To reduce the number of parameters and thus avoid the unidentifiabil-
ity of parameter estimation, we nondimensionalized the model and simplified
the model by using the total quasi–steady-state approximation, which is
known to accurately reduce models with stoichiometric protein–protein inter-
actions (77) (see SI Appendix for details). Then, we used two different
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parameter sets to construct the LN and DNmodels, describing the core TTFL of
sLNvs and DN1ps, respectively. Furthermore, we replaced CLK-WT with CLK-Δ
in the models by modifying the parameters describing molecular properties of
CLK to develop the LN-Δ and DN-Δmodels.

The parameters of the four models (SI Appendix, Tables S2 and S3) were
estimated by fitting them to the experimentally measured time series of PER
with the SA method. To accelerate the parameter estimation, we performed
the estimation in four steps (see SI Appendix, Fig. S2 for details) and weighted
each term of the fitting cost by its own value so that more weight was given
to the cost when it was larger. Importantly, to avoid unnecessary parameter
differences between the LN and DN models, we used a regularization cost,
giving a penalty for differences in the parameters of the LN and DNmodels.

This process was repeated until 103 successful parameter sets, with which
the four models can accurately reproduce experimentally measured time
series (Fig. 2B), were obtained. Then, the common patterns of the 103 parame-
ter sets were analyzed to identify key differences in molecular clockworks

between the LN and DN models (Fig. 2 C and D). This systematic modeling
approach allowed us to avoid overfitting of the models caused by a large
number of parameters. More detailed information about a systematic model-
ing approach is available in SI Appendix.

Data Availability. All study data are included in the article and/or supporting
information. The Matlabcodes for the mathematical model and its parameter
estimation are available at https://github.com/Mathbiomed/SA_Drosophila_Clock.
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