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Background: The purpose of this study was to verify the accuracy and validity of using 
machine learning (ML) to select risk factors, to discriminate differences in feature selec-
tion by ML between men and women, and to develop predictive models for patients 
with osteoporosis in a big database. Methods: The data on 968 observed features from 
a total of 3,484 the Korea National Health and Nutrition Examination Survey participants 
were collected. To find preliminary features that were well-related to osteoporosis, logis-
tic regression, random forest, gradient boosting, adaptive boosting, and support vector 
machine were used. Results: In osteoporosis feature selection by 5 ML models in this 
study, the most selected variables as risk factors in men and women were body mass in-
dex, monthly alcohol consumption, and dietary surveys. However, differences between 
men and women in osteoporosis feature selection by ML models were age, smoking, 
and blood glucose level. The receiver operating characteristic (ROC) analysis revealed 
that the area under the ROC curve for each ML model was not significantly different for 
either gender. Conclusions: ML performed a feature selection of osteoporosis, consider-
ing hidden differences between men and women. The present study considers the pre-
processing of input data and the feature selection process as well as the ML technique 
to be important factors for the accuracy of the osteoporosis prediction model.
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INTRODUCTION

As the elderly population increases, many social and economic burdens caused 
by osteoporosis and osteoporotic fractures have already been reported in devel-
oped countries.[1] Providing these patients with various services for evaluation 
and management of osteoporosis and fracture prevention not only increases pa-
tients' satisfaction with medical care but also has the effect of reducing the socio-
economic burden required to manage them.[2] However, although dual energy 
X-ray absorptiometry (DXA) is one of the preferred modalities for screening or di-
agnosis of osteoporosis and can predict the risk of osteoporotic fracture to some 

Corresponding author
Jun-Il Yoo
Department of Orthopaedic Surgery, Inha 
University Hospital, Inha University School of 
Medicine, 27 Inhang-ro, Jung-gu, Incheon 
22332, Korea
Tel: +82-32-890-3663
Fax: +82-55-754-0477
E-mail: furim@hanmail.net

* Yonghan Cha and Sung Hyo Seo contributed 
equally to this work and should be 
considered co-first authors.

Received: June 14, 2023
Revised: July 3, 2023
Accepted: July19, 2023

Original Article
J Bone Metab 2023;30(3):263-273
https://doi.org/10.11005/jbm.2023.30.3.263
pISSN 2287-6375 eISSN 2287-7029

http://crossmark.crossref.org/dialog/?doi=10.11005/jbm.2023.30.3.263&domain=pdf&date_stamp=2023-08-31


Yonghan Cha, et al.

264  https://e-jbm.org/ https://doi.org/10.11005/jbm.2023.30.3.263

extent, it is difficult to screen osteoporosis unless the pa-
tient visits a hospital.[3,4] In addition, the purpose of visit-
ing the hospital may affect whether or not DXA is imple-
mented.[4] In busy outpatient clinics, it is easy for medical 
staff to miss out on the evaluation and management of os-
teoporosis.[5] Therefore, preventing or diagnosing osteo-
porosis early may be more effective than treating osteopo-
rosis after disease progression or osteoporotic fractures 
occur.

Machine learning (ML) is a method of self-learning using 
data without special instructions to find complex patterns 
and create models.[6,7] A computational modeling tool 
using ML of artificial intelligence (AI) is widely used to pre-
dict the occurrence of disease or fracture and to estimate 
clinical outcomes in various clinical areas.[8,9] ML has made 
important improvements and discoveries in the medical 
field and is also being applied in rheumatism and osteoar-
thritis and has achieved many achievements.[10-12] The 
prediction model using ML can compensate for the short-
comings of conventional examination methods and han-
dle large numbers of input variables simultaneously. Also, 
if an automated system of AI is constructed, there is an ad-
vantage that the hassle of checking examinations can be 

solved.[13] Thus, using ML and big data, it is possible to 
make a big change in the clinical pathway, which was pre-
viously used to screen and manage osteoporosis in post-
menopausal women or old ages, to discover osteoporosis 
risk factors at an early stage and to implement interven-
tions.

The purpose of this study was to verify the accuracy and 
validity of the use of ML to select risk factors, to discrimi-
nate differences in feature selection by ML between men 
and women, and to develop predictive models for patients 
with osteoporosis in a big database. The hypothesis of this 
study is that osteoporosis risk factors might be different 
between men and women in risk prediction models using 
ML.

METHODS

1. Ethics statement 
Data from the 2008 to 2011 Korea National Health and 

Nutrition Examination Surveys (KNHANESs) were reviewed 
and approved by the Institutional Review Board of the Ko-
rea Centers for Disease Control and Prevention (Approval 
no. 2008–04EXP-01-C, 2009–01CON-03-C, 2010–02CON-
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21-C, and 2011–02CON-06-C). Informed consent was ob-
tained from each participant when the 2008, 2009, 2010, 
and 2011 KNHANESs were conducted.

2. Participants
This study was based on data obtained from the 2008 to 

2011 KNHANES conducted by the Korea Ministry of Health 
and Welfare. KNHANES is a nationwide representative cross-
sectional survey of the Korean population; it uses a clus-
tered, multistage, stratified, and rolling sampling design. It 
consists of 3 sections: a health interview, a health exami-
nation, and a dietary survey. More than 500 variables are 
examined each year the survey is conducted. These vari-
ables are included in a health questionnaire and in labora-
tory findings; data on nutritional factors are also collected.
[14] Survey data are collected via household interviews and 
direct standardized physical examinations performed in 
specially-equipped mobile examination centers. 

The data considered for use in this study were collected 
from a total of 37,753 the KNHANES participants (2008, 9,744 
persons; 2009, 10,533 persons; 2010, 8,958 persons; and 
2011, 8,518 persons). However, participants were excluded if 
they were non-menopausal if female, or less than 50 years 
old if male, or if the data required to evaluate skeletal muscle 
mass and dietary intake were unavailable. After these exclu-
sions, data from a total of 3,484 participants (male 1,601, fe-
male 1,883) were included in the analysis (Fig. 1).

3. Measurement of bone mineral density (BMD) 
and diagnosis for osteoporosis

BMD (g/cm2) at the lumbar spine, femoral neck, and to-
tal proximal femur were measured by DXA (Hologic Inc., 
Bedford, MA, USA). According to the World Health Organi-
zation study group, the diagnosis of osteoporosis is based 
on T-score thresholds. T-scores at or above -1.0 are consid-
ered normal, those between -1.0 and -2.5 as osteopenia, 
and those at or below -2.5 as osteoporosis. 

4. ML (random forest model) and knowledge-
based feature selection

The data on 968 observed features of 1,601 male and 
1,883 female participants from the KNHANES results were 
collected. During data curation, we manually excluded col-
umns for unrelated features and features with missing val-
ues for more than 900 individuals. Then, the data from in-
dividuals without missing values were re-collected. A “os-
teoporosis” column was used as the classification label for 
the supervised learning. To find preliminary features that 
were well-related to osteoporosis, logistic regression (LR), 
random forest (RF), gradient boosting (GB), adaptive boost-
ing (AB), and support vector machine (SVM) were used. A 
total of 53 candidate variables were used to train each of 
the 5 models, and features that were judged to be highly 
related to osteoporosis were selected. For hyperparameter 
tuning of 5 models, model optimization was performed 
using grid search. LR with least absolute shrinkage and se-
lection operator (L1 norm) regularization was used to se-
lect features with coefficients other than 0, and for the re-
maining 4 models, permutation importance scores were 
calculated and features greater than 0 were selected. Among 
the features that appeared to be related to osteoporosis in 
each of the 5 models, features common to 3 or more mod-
els were selected. In the model using male data, 57 features 
were selected and, in the model, using female data, 54 fea-
tures were selected, and selected risk variables that did not 
have clinically overlapping features.

These selected risk factors were used to build predictive 
models for osteoporosis based on 5 classification algorithms 
(i.e., LR, RF, GB, AB, SVM). To determine the hyperparame-
ter, we implemented 5-fold cross-validation of the training 
set with 30 times train/validation set shuffling and using 
the hyperparameters corresponding to each model. Each 
of the 5 classification models was built on the training set 

Fig. 1. Study subject selection process, the Korean National Health 
and Nutrition Examination Survey (KNHANES) IV and V (2008–2011).

Total N=37,753 assessed for eligibility
   KNHANES IV 2008 (N=9,744)
   KNHANES IV 2009 (N=10,533)
   KNHANES V 2010 (N=8,958)
   KNHANES V 2011 (N=8,518)

Exclusion condition 
Non-menopausal women and 
men under 50 missing value

Exclude those with no data 
of osteopenia

N=6,808, inclusion condition 
Male (N=3,099) 

Female (N=3,709)

N=3,484, inclusion condition 
Male (N=1,601)

Female (N=1,883)



Yonghan Cha, et al.

266  https://e-jbm.org/ https://doi.org/10.11005/jbm.2023.30.3.263

with the selected hyperparameters. Each model’s predict-
ed probability of osteoporosis classification on the test set 
was subjected to receiver operating characteristic (ROC) 
curve analysis to obtain the reliability of the final model 
(Fig. 2, 3). 

RESULTS

Among the 3,484 who were included in the study popu-
lation, 1,601 (46.0%) were male and 1,883 (54.0%) were fe-
male. The features selected for men using the 5 methods 
are presented in Table 1. The significant feature in all 5 mod-
els was body mass index (BMI), and 23 features were se-
lected from 4 models. 

The features selected for women using the 5 methods 
are presented in Table 2. Significant features in all 5 models 
were monthly alcohol consumption, BMI, white blood cell, 
thrombocyte, food intake (g/day), water intake (g/day), cal-
cium intake (mg/day), and niacin intake (mg/day). In os-
teoporosis feature selection by 5 ML models in this study, 
the most selected variables as risk factors in men and wom-
en were BMI, monthly alcohol consumption, and dietary 
surveys. However, differences between men and women 
in osteoporosis feature selection by ML models were age, 
smoking, and blood glucose level.

The ROC analysis revealed that the area under the ROC 
curve (AUC) for each ML model was not significantly differ-

ent for either gender (LR: 0.85 in male, 0.88 in female; RF: 
0.83 in men, 0.88 in women; GB: 0.83 in men, 0.88 in wom-
en; AB: 0.84 in men, 0.87 in women; SVM: 0.85 in men, 0.81 
in women) (Table 3).

DISCUSSION

In osteoporosis feature selection by 5 ML models in the 
present study, the most selected variables as risk factors in 
men and women were BMI, monthly alcohol consumption, 
and dietary surveys. It is well known that chronic alcohol 
consumption is associated with osteoporosis and osteopo-
rotic fractures.[15] Ethanol inhibits the differentiation and 
mineralization of osteoblasts, and it is reported that the risk 
increases as the amount of alcohol consumed increases.
[16] Adequate nutritional status is also essential for main-
taining proper skeletal structure.[17] The fact that adequate 
protein intake and low levels of serum albumin are related 
to the development of osteoporosis also means that nutri-
tional status is an important factor influencing the devel-
opment of osteoporosis.[18] Also, inadequate nutritional 
status can reduce daily activities and increase the hospital-
ization period and recovery time after an osteoporotic frac-
ture.[17] Therefore, Huang et al. [19] reported that the ge-
riatric nutritional risk index considering nutritional status 
and BMI is useful for assessing the risk of osteoporosis. The 
variables selected from ML models are traditionally well-

Fig. 2. Receiver operating characteristic (ROC) curve analysis for vari-
ous machine learning models, data from elderly male participants. 
AUC, area under the curve.
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Fig. 3. Receiver operating characteristic (ROC) curve analysis for vari-
ous machine learning models, data from elderly female participants. 
AUC, area under the curve.
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Table 1. Scoring for common risk factors according to different machine learning models, data from male

Variables Logistic  
regression

Random  
forest

Adaptive 
boosting

Gradient 
boosting

Support vector 
machine Score

Health examination

Smoking o o x x o 3

High risk alcohol consumption o o x x x 2

Monthly alcohol consumption o o x o o 4

High-intensity physical activity o x x x o 2

Middle-intensity physical activity o x x x x 1

Walking participation o o x o o 4

Body mass index o o o o o 5

Waist circumference o o x x o 3

Health laboratory tests

Blood glucose o o x o o 4

Cholesterol x o x o x 2

High-density lipoprotein o o x o o 4

Triglyceride o o x o x 3

Aspartate transaminase x o x o o 3

Alanine transferase o o x o x 3

Hemoglobin o o x o o 4

Hematocrit x o x o o 3

Blood urea nitrogen o o x o o 4

Blood creatinine o o x x x 2

White blood cell o o x x x 2

Red blood cell x o x o x 2

Thrombocyte o o x o o 4

Urine pH o o x o x 3

Sodium nitrite o x x x x 1

Urine specific gravity x x x x x 0

Urine protein o x x x o 2

Urine glucose o x x o o 3

Urine ketone o o x x o 3

Urine bilirubin o x x x o 2

Urine blood o o x o o 4

Urobilinogen o x x x o 2

Urine sodium o o x o o 4

Dietary survey

Food intake o o x o o 4

Energy intake x o x x o 2

Water intake o o x o x 3

Protein intake o o o o x 4

Fat intake o o x o x 3

Carbohydrate intake o o x o o 4

Calcium intake o o x o o 4

Phosphorus intake o o x x o 3

Iron intake o o x o o 4

Sodium intake o o x o o 4

Potassium intake o o x o o 4

(Continued to the next page)
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Variables Logistic  
regression

Random  
forest

Adaptive 
boosting

Gradient 
boosting

Support vector 
machine Score

β-carotene intake o o x o o 4

Retinol intake o o x o x 3

Thiamine intake o o x o o 4

Riboflavin intake o o x o x 3

Niacin intake o o x x o 3

Vitamin-C intake o o x o x 3

Health interview

Age (30's year) x x x x x 0

Age (40's year) x x x x x 0

Age (50's year) o o x o o 4

Age (60's year) x o x x x 1

Age (≥70 year) o o x o o 4

Living in a house o x x x o 2

Living in apartment o x x x o 2

Household income (low) o o x o o 4

Household income (middle-low) o x x x x 1

Household income (middle-high) o o x x o 3

Household income (high) o x x o o 3

Education (elementary school and below) o o x o o 4

Education (middle school) o o x x x 2

Education (high school) o o x x o 3

Education (university graduate or higher) o o x x o 3

Job (manager, expert) o x x x o 2

Job (office workers) x x x x o 1

Job (service, sales) o o x x o 3

Job (forestry and fishery workers) o o x x x 2

Job (technician, device/machine operator) o x x x o 2

Job (simple labor workers) o o x x x 2

Job (unemployed) o o x o o 4

Table 1. Continued

known risk factors of osteoporosis. However, among tradi-
tionally well-known risk factors of osteoporosis, there are 
differences in the extent to which men and women con-
tribute to the development of osteoporosis. Men have a 
lower incidence of osteoporosis than women because they 
basically have more bone mass than women and have a 
larger physique.[20] In addition, age is an important factor, 
especially in women, as osteoporosis increases with age 
after menopause.[21] It has been reported that the smok-
ing rate of men is higher than that of women, and this dif-
ference may indicate the extent to which smoking affects 
the incidence of osteoporosis depending on sex.[22] Sec-
ondary osteoporosis is more common in men than wom-
en, and diabetes is one of the main causes of secondary 

osteoporosis.[23] In the present study, differences between 
men and women in osteoporosis feature selection by sev-
eral ML models were age, smoking, and blood glucose lev-
el. It is surprising that ML models automatically considered 
such substantial male-female differences and selected them 
as risk factors. ML is used in various medical fields because 
it can learn patterns from input data and predict results con-
sidering various hidden relationships.[24] We believe that 
perhaps this might be a higher-dimensional process than 
the selection of risk factors based on expert knowledge.
[25] In the current ML model, food intake (g/day), water in-
take (g/day), calcium intake (mg/day), and Niacin intake 
(mg/day) were identified as risk factors related to osteopo-
rosis. Similar to these results, the study of Park et al. [26] 
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Table 2. Scoring for common risk factors according to different machine learning models, data from female

Variables Logistic  
regression

Random  
forest

Adaptive  
boosting

Gradient  
boosting

Support vector 
machine Score

Health examination

Smoking o x x x x 1

High risk alcohol consumption x x x x x 0

Monthly alcohol consumption o o o o o 5

High-intensity physical activity o x x o x 2

Middle-intensity physical activity o x x x o 2

Walking participation o x x x x 1

Body mass index o o o o o 5

Waist circumference o o x o o 4

Health laboratory tests

Blood glucose o x x o x 2

Cholesterol o x o o x 3

High-density lipoprotein o o x o o 4

Triglyceride o x o o o 4

Aspartate transaminase o o x x o 3

Alanine transferase o o o o x 4

Hemoglobin o x x x o 2

Hematocrit x x x o x 1

Blood urea nitrogen o o x o o 4

Blood creatinine o x x x o 2

White blood cell o o o o o 5

Red blood cell o x x x o 2

Thrombocyte o o o o o 5

Urine pH o x x o o 3

Sodium nitrite o x x x o 2

Urine specific gravity x x x x x 0

Urine protein x x x x o 1

Urine glucose o o o x o 4

Urine ketone o x x o o 3

Urine bilirubin o x x x o 2

Urine blood o x x o o 3

Urobilinogen o x x x o 2

Urine sodium o x x o o 3

Dietary survey

Food intake o o o o o 5

Energy intake x x o o o 3

Water intake o o o o o 5

Protein intake x o o x o 3

Fat intake x o x o o 3

Carbohydrate intake x x x o o 2

Calcium intake o o o o o 5

Phosphorus intake o o x x o 3

Iron intake o x o o o 4

Sodium intake o x o o o 4

Potassium intake o o x o o 4

(Continued to the next page)
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Variables Logistic  
regression

Random  
forest

Adaptive  
boosting

Gradient  
boosting

Support vector 
machine Score

β-carotene intake o x o o o 4

Retinol intake o o x o x 3

Thiamine intake o o x o o 4

Riboflavin intake o x x o o 3

Niacin intake o o o o o 5

Vitamin-C intake o o x o o 4

Health interview

Age (30's year) o x x x o 2

Age (40's year) o o o o o 5

Age (50's year) o o o o o 5

Age (60's year) x o x x o 2

Age (≥70 year) o o o o o 5

Living in a house o x x x x 1

Living in apartment o x x x x 1

Household income (low) o x x x x 1

Household income (middle-low) o x x x x 1

Household income (middle-high) o x x x o 2

Household income (high) o x x x o 2

Education (elementary school and below) o o o o x 4

Education (middle school) x x o o x 2

Education (high school) o o x o o 4

Education (university graduate or higher) o x x x o 2

Job (manager, expert) o x x x o 2

Job (office workers) o x x o x 2

Job (service, sales) o o x x o 3

Job (forestry and fishery workers) x x x o o 2

Job (technician, device/machine operator) o x x x o 2

Job (simple labor workers) o x x o o 3

Job (unemployed) o x o o o 4

Table 2. Continued

showed that intake of calcium and niacin was associated 
with the risk of osteoporosis. Therefore, our study also sug-
gests that careful attention to the intake of these nutrition-

al factors will help prevent osteoporosis.
Shim et al. [27] performed osteoporosis risk prediction in 

postmenopausal women using 2010 and 2011 KNHNES 
data. A total of 7 ML models were used in their study, in-
cluding the 5 used in this study. The AUC of osteoporosis 
prediction of their ML model varied from 0.685 to 0.743. 
This is lower than the AUC 0.83 to 0.88 reported in this study. 
On the other hand, Kwon et al. [25] performed osteoporo-
sis risk prediction in postmenopausal women aged 40 to 
69 years using the KNHNES data from 2008 to 2011, and 
used 3 techniques: RF, AdaBoost, and GB machine (GBM). 
Their reported AUCs were 0.919 for RF, 0.921 for AdaBoost, 
and 0.908 for GBM, which were higher than the measured 
values of the present study. Although there are some dif-

Table 3. Accuracy of prediction models in various machine learning 
technique

Prediction model
Area under the curve

Male Female

Machine learning

   Logistic regression 0.85 0.88

   Random forest 0.83 0.88

   Gradient boosting 0.83 0.88

   Adaptive boosting 0.84 0.87

   Support vector machine 0.85 0.88
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ferences, the difference in measured AUC despite the simi-
larity of input data and ML models is considered to be due 
to differences in the input data processing and selected vari-
ables. Kwon et al. [25] measured the accuracy in 3 models 
with different input data in ML, and different accuracy was 
measured for each. This means that the AUC of ML predic-
tion can differ depending on the input data type. In partic-
ular, they argued that a small number of features is more 
effective than using all features in terms of model efficien-
cy and stability in ML model. Therefore, it seems that the 
input of a lot of data does not necessarily guarantee the 
prediction of high osteoporosis. Kwon et al. [25] used medi-
cal domain knowledge alongside feature importance and 
recursive feature elimination techniques in the preprocess-
ing of input data, and reported that this was a factor that 
improved ML training and obtained high AUC. Therefore, 
we believe that although the ML technique is important, 
the preprocessing of input data and the feature selection 
process are more important factors for the accuracy of the 
osteoporosis prediction model and will be the most impor-
tant part for the success of the ML model to be developed.

This study had a few limitations. First, because the pres-
ent study used the ML prediction model using cross-sec-
tional data, it could not be confirmed whether similar re-
sults could be obtained with longitudinal data. Second, the 
present study could not analyze whether and how much 
the risk of osteoporosis could be reduced if risk factors were 
corrected in patients. It is considered that further research 
on this is needed in the future.

The clinical significance of this study is as follows. First, it 
is possible to provide customized algorithms for each coun-
try and race, which have been pointed out as limitations of 
existing fracture prediction models including fracture risk 
assessment tool. Through this, it will be able to serve as an 
important national database that enables customized os-
teoporosis treatment for each patient. Second, it is possible 
to present a customized management model necessary for 
osteoporosis risk management. The database, which reflects 
chronic diseases, nutrition, and exercise status, is represen-
tative of the population with lifestyles of a specific age group. 
Data on osteoporosis patients that match specific patients 
can be used to develop customized osteoporosis manage-
ment models and programs.

In conclusion, ML performed a feature selection of os-
teoporosis considering hidden differences between men 

and women. The present study considers the preprocess-
ing of input data and the feature selection process as well 
as the ML technique to be important factors for the accu-
racy of the osteoporosis prediction model.
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