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A B S T R A C T   

Although 20 % of patients with depression receiving treatment do not achieve remission, predicting treatment- 
resistant depression (TRD) remains challenging. In this study, we aimed to develop an explainable multimodal 
prediction model for TRD using structured electronic medical record data, brain morphometry, and natural 
language processing. In total, 247 patients with a new depressive episode were included. TRD-predictive models 
were developed based on the combination of following parameters: selected tabular dataset features, indepen-
dent components-map weightings from brain T1-weighted magnetic resonance imaging (MRI), and topic prob-
abilities from clinical notes. All models applied the extreme gradient boosting (XGBoost) algorithm via five-fold 
cross-validation. The model using all data sources showed the highest area under the receiver operating char-
acteristic of 0.794, followed by models that used combined brain MRI and structured data, brain MRI and clinical 
notes, clinical notes and structured data, brain MRI only, structured data only, and clinical notes only (0.770, 
0.762, 0.728, 0.703, 0.684, and 0.569, respectively). Classifications of TRD were driven by several predictors, 
such as previous exposure to antidepressants and antihypertensive medications, sensorimotor network, default 
mode network, and somatic symptoms. Our findings suggest that a combination of clinical data with neuro-
imaging and natural language processing variables improves the prediction of TRD.   

1. Introduction 

Depression is a severely debilitating disorder that is significantly 
associated with mortality, personal costs, and family burden (Kessler, 
2012; Rush et al., 2006). Furthermore, management of depression is 
particularly challenging for patients showing an inadequate response to 
treatment (Pigott, 2015). Approximately 60 % of people with depression 
experience slight relief after being treated with antidepressants (Perlis, 
2014). Given these limitations of pharmacological therapy, predicting 
the course of depression, such as treatment-resistant depression (TRD) 
(Dold and Kasper, 2017), is essential. Patients who fail to respond to 
multiple antidepressant treatments are classified as having TRD (Cepeda 
et al., 2018). Identifying TRD may be key to developing personalized 

depression treatment that can improve the efficiency of treatment 
planning and resource allocation as well as outcomes (Simon and Perlis, 
2010). 

Important risk factors for TRD previously identified include symp-
tom severity, suicidal risk, psychotic symptoms, and comorbid anxiety 
disorder (Kautzky et al., 2019). Moreover, specific symptoms such as 
anhedonia, represent important prognostic indicators for TRD (McMa-
kin et al., 2012). Previous studies have shown that both diagnosis and 
detailed symptoms need to be considered while assessing treatment 
resistance in clinical settings. Medical records accomplished by psychi-
atrists during treatment provide a good source of data for reviewing 
specific symptoms. However, the qualitative nature of these records has 
made quantitative analysis difficult. One method that can overcome 
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these limitations is the recently developed automated natural language 
processing (NLP). NLP entails the analysis of words derived from qual-
itative records to generate quantitative data (Chowdhary, 2020). In 
support of this, NLP-derived predictors from narrative notes, such as 
depression, euthymic affect, and energy, have improved the predictive 
power for TRD (Perlis et al., 2012). Similarly, patient’s detailed psy-
chopathological symptoms can be statistically derived from their med-
ical records to determine whether they are likely to progress to TRD. 
Furthermore, magnetic resonance imaging (MRI) of the brain is actively 
used in psychiatric clinical settings to differentiate organic causes. 
However, psychiatric disorders, such as depression, often involve no 
visible brain lesions, making the confirmation of significant changes 
through qualitative image analysis difficult. To overcome this problem, 
methods are being developed for predicting TRD by measuring struc-
tural regional brain volumes using quantitative image analysis tech-
niques (Johnston et al., 2015; Phillips et al., 2015). Previous studies on 
the structural pattern of the brain have demonstrated that MRI data can 
potentially be used as predictive biomarkers for TRD (Johnston et al., 
2015; Phillips et al., 2015). 

In recent years, researchers have attempted to use machine learning 
techniques to identify and predict factors that contribute to treatment 
resistance in depression (Pigoni et al., 2019; Sajjadian et al., 2022). 
Because TRD is a complex and heterogeneous state with multiple caus-
ative mechanisms (McIntyre et al., 2014), machine learning techniques 
are viable approaches for addressing such a complex problem (Lich-
tenberg and Belmaker, 2010). Machine learning predictions have been 
developed using multiple modalities but predominantly clinical features 
(Pigoni et al., 2019). Some researchers have improved performance by 
incorporating variables from multiple modalities (Sajjadian et al., 2022; 
Bailey et al., 2019). The combination of clinical, molecular, and imaging 
variables has been reported to improve TRD prediction in comparison 
with single-modality measurements (Sajjadian et al., 2022). A previous 
study reported that analyzing electroencephalographic (EEG) variables 
along with mood measures resulted in a more tailored treatment 
response in patients with depression than considering EEG values alone 
(Bailey et al., 2019). Another study showed that the combined analysis 
of clinical features and genetic markers improved prediction accuracy 
compared with the analysis of clinical features alone (Taliaz et al., 
2021). Prediction performance can be improved using data from mul-
tiple modalities because each modality offers unique information on 
different aspects of the patient (Brodersen et al., 2014). The predictive 
performance of NLP and neuroimaging have been separately investi-
gated to predict psychiatric disorders; however, the complexity of lan-
guage and the multidimensional nature of brain imaging still present 
challenges (Hauser et al., 2022). A recent review of AI models of mental 
illness found that while combinations of text and clinical data or brain 
imaging variables and clinical data existed, the combination of clinical 
text, brain imaging data, and clinical data was rarely applied (Torner-
o-Costa et al., 2023). In this regard, machine learning methods that 
integrate text, brain imaging data, and clinical data have the potential to 
improve early prediction for effective interventions for people with TRD. 

In the present study, we aimed to predict TRD at the time of 
depression diagnosis by leveraging structured electronic medical re-
cords data, brain morphometry, and NLP. To improve the clinical use-
fulness (Chandler et al., 2020), we also aimed to develop an explainable 
model by reducing the variables for each modality. 

2. Methods 

2.1. Data sources and study population 

Clinical data were extracted from the electronic health records 
(EHRs) of the patients at Department of Psychiatry and Mental Health 
Center at the Ajou University School of Medicine (AUSOM) in South 
Korea between 2010 and 2022 (Lee et al., 2022b). The clinical data 
included socio-demographics, diagnoses, observations, provider visits, 

procedures performed, medications filled, clinical notes, and brain im-
aging data, including MRI data. The databases were formatted according 
to the Observational Medical Outcomes Partnership–Common Data 
Model version 5.3.1, maintained by the Observational Health Data Sci-
ences and Informatics (OHDSI) and de-identified (Makadia and Ryan, 
2014). This study was approved by the Institutional Review Board of the 
Ajou University Hospital (AJOUIRB-DB-2022–335). Informed consent 
was not required owing to the use of de-identified data. 

In the present study, patients with a new depressive episode were 
included. The index date was defined as the date when the patient was 
first diagnosed with depressive disorder. To avoid any bias from left- 
censored data and to verify their first diagnosis of depressive disorder, 
we excluded patients who had been enrolled in the database for <1 year 
before the index date. Patients who were diagnosed with bipolar dis-
order, schizophrenia, and/or dementia were also excluded. To include 
patients who were treated for depression, those who had antidepressant 
prescriptions within 1 month after the index date were included. In 
addition, only patients who had undergone brain MRI from 1 year before 
the index date to 1 month after were included. 

The outcome for the predictive models was TRD after the index date. 
The STAR*D naturalistic trial defined TRD as the failure of two anti-
depressant treatment trials at adequate dose and duration (Berman 
et al., 1997). In case of the absence of information on how patients are 
responding to treatments in observational databases, failure is consid-
ered to occur when a new antidepressant is added (Fife et al., 2017). To 
summarize, if a person had a history of using two types of antidepres-
sants and a new type of antidepressant was started, we considered that a 
TRD occurred at that time. If TRD occurred after the index date, the 
observation was stopped on the day TRD was diagnosed. Thus, the 
predictive models were developed using the outcome. An outcome 
within 1 week after the index date was considered to have not occurred 
because we assumed that TRD within 1 week after a depression diag-
nosis was probably caused by a previous history or transient conditions 
(Moran et al., 2019). Further details regarding the cohort definitions and 
code lists are described in the Supplemental Materials. 

2.2. Clinical data and variable extraction 

In the clinical data, except for brain MRI data and clinical notes, the 
predictive variables for model training were extracted and dichotomized 
for existence within short-term (30 days) and long-term (365 days) in-
tervals before the index. Subsequently, a tabular dataset was generated 
from the clinical data. The variables included patient demographics (sex 
and age), condition (medical diagnosis, grouped using a SNOMED–CT 
hierarchy), drug (based on the active ingredients), procedure (e.g., 
psychotherapy and electroconvulsive therapy.), measurement (e.g., 
assessment scale and laboratory test.), and observation (e.g., smoking 
status and alcohol intake). Predictors not recorded in our EHR system 
were considered to be non-occurring. Through this process, 7351 
candidate variables were generated. Considering the lack of computa-
tional resources and improvement in model interpretability, we con-
ducted a feature selection procedure with the least absolute shrinkage 
using a selection operator method (LASSO) and selected predictors for 
model development. 

2.3. MRI acquisition and source-based morphometry analysis 

For considering regional volume information in our model, struc-
tural T1-weighted MRI data were collected from all participants using 
1.5T or 3T scanners at Ajou University Hospital (Signa HDx 1.5T and 
Discovery MR750w 3T, respectively; GE Healthcare, Milwaukee, MI, 
USA). The T1-weighted image acquisitions used a spin-echo sequence 
with the following scan parameters for each scanner: 1) 1.5T: TR = 500 
ms, TE = 16 ms, FA (flip angle) = 72◦, FOV = 125.12 × 75.07 mm2, 
acquisition matrix = 320 × 192, and slice thickness = 5 mm) 3T: TR =
466.67 ms, TE = 10 ms, FA (flip angle) = 75◦, FOV = 100.01 × 87.10 
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mm2, acquisition matrix = 256 × 224, and slice thickness = 6 mm. All 
MRI images were visually inspected by neuroradiologists, and radiology 
reports were reviewed by psychiatrists. No observable scanning artifacts 
or gross brain abnormalities were identified in any participant included 
in the following analyses. 

All structural MRI scans were used to estimate spatially-independent 
morphologies as common patterns for gray-matter concentration in all 
subjects through the source-based morphometry (SBM) approach 
(Kašpárek et al., 2010). This approach enables effective separation of 
several noise effects from true independent sources, reduces multiple 
comparisons of a tremendous number of voxels, and helps in reducing 
predictors’ dimensions (Xu et al., 2009). In particular, we performed 
cross-sectional independent component analysis (ICA) on data pre-
processed using voxel-based morphometry (VBM), which is conven-
tionally used to measure voxel-level volumetric maps (Zhang et al., 
2018). The SPM12 VBM-Diffeomorphic Anatomical Registration 
Through Exponentiated Lie Algebra (DARTEL) procedure was used to 
process the VBM procedure (Ashburner, 2007). This procedure included 
gray-matter segmentation of T1-weighted images based on a standard 
tissue probability map, creation of a study-specific template, spatial 
normalization of individual images to the DARTEL template, modulation 
to adjust for volume signal changes, and spatial smoothing of the 
gray-matter partitions using a Gaussian kernel of 6 mm full-width at half 
maximum (Son et al., 2022). After estimating individual VBM maps, we 
applied a FastICA + ICASSO framework on the VBM-preprocessed data. 
We first reduced the original data to the optimal number of principal 
components determined using Laplace principal component analysis 
(Beckmann and Smith, 2004). After running FastICA on the reduced data 
100 times using random initial values (Himberg et al., 2004), ICASSO 
was used to compute hierarchical clustering according to the dissimi-
larities among independent components (ICs) in each run (Murley et al., 
2020). Among the ICASSO results, meaningful IC maps with high reli-
ability of >0.8 were visually identified. All group-level IC maps were 
z-scored and thresholded with z > 3 for visualization. 

2.4. Clinical notes and NLP 

Among the clinical notes, we used the initial data recorded by psy-
chiatrists at the time of the depression diagnosis. Previous NLP studies of 
psychiatric disorders have reported that linguistic differences affect 

feature extraction (Kishimoto et al., 2022). Therefore, we chose to 
extract only the English part in this study. In the initial record, the main 
symptoms were written in the chief complaint section. Psychiatrists 
wrote the chief complaints in English based on what is included in the 
DSM-5. Given these circumstances, we extracted chief complaints by 
regular expression. After a regular expression, NLP algorithms were used 
to extract topics as predictive variables from each patient’s chief com-
plaints. In particular, we converted the patient’s chief complaints into a 
bag-of-words model of the corpus after stemming, normalization, and 
stop-word removal. Latent Dirichlet allocation (LDA), an unsupervised 
learning method, was used to cluster the topics from each patient (Blei, 
2012). With an LDA-based topic model, topic probabilities were calcu-
lated for each chief complaint. For instance, if five topics were created 
by the LDA from chief complaints, the probability of being assigned to 
five topics for each chief complaint was generated (Lee et al., 2022a). 

2.5. Model development 

We developed prediction models for TRD based on the combination 
of the following types of data: selected features from the tabular dataset, 
weights of IC maps from brain MRI scans, and topic probabilities from 
clinical notes. As shown in Fig. 1, in total, seven models were developed 
and their performances were compared. All predictive models were 
developed using the extreme gradient boosting (XGBoost) algorithm, 
which can produce accurate predictions in the medical field (Yadaw 
et al., 2020). 

2.6. Statistical analysis 

Baseline characteristics are presented as counts with proportions for 
categorical variables and as means with standard deviations for 
continuous variables. Chi-squared test was used to compare categorical 
variables between populations. In all analyses, p-values <0.05 were 
considered to be statistically significant. 

The enrolled patients were randomly divided into training and 
validation datasets at a ratio of 7:3. The hyperparameters of each model 
were optimized on the basis of a grid search using the area under the 
receiver operating characteristic curve (AUROC). For model develop-
ment, five-fold cross-validation of the training dataset was performed. 
AUROC, area under the precision and recall curve (AUPRC), accuracy, 

Fig. 1. Analysis workflow of treatment-resistant depression prediction. (A) Selected features from structured clinical data, NLP-derived features, and brain 
morphometric features were used to develop prediction models according to combinations of data. (B) NLP, including preprocessing and LDA-based topic model. (C) 
Source-based morphometric analysis. NLP: natural language processing; LDA: Latent Dirichlet allocation. 

D.Y. Lee et al.                                                                                                                                                                                                                                   



Psychiatry Research 334 (2024) 115817

4

and F1 score were calculated to evaluate the performance of the pre-
diction models using the validation dataset. The method reported by 
DeLong et al. (1988). was used to compare AUC values. Furthermore, the 
maximal Youden index was used to select the optimal cutoff value in the 
prediction model (Fluss et al., 2005). 

Shapley additive explanation (SHAP) values were used to present the 
feature importance of the prediction model. The effect of each feature on 
TRD was presented as a SHAP value representing the importance of a 
variable by deriving a marginal distribution and weighted average with 
all but the variable of interest fixed (Aas et al., 2021). The SHAP sum-
mary plot sorts features in descending order on the basis of the effects on 
TRD. Each dot on each variable line represents one patient, and the 
horizontal location indicates the level of association between the feature 
and outcome. The right side shows the SHAP values >0, and 
variable-specific SHAP values >0 indicate an increased risk of outcome. 

All analyses except brain MRI scans were performed using R software 
version 3.6 (R Foundation for Statistical Computing, Vienna, Austria), 
OHDSI’s Health Analytics Data to Evidence Suite packages, and open- 
source statistical R packages. For brain MRI scans, statistical analyses 
were performed using MATLAB (MathWorks, Sherborn, MA, USA) 
(“MATLAB - MathWorks - MATLAB &Simulink,” n.d.)-based custom 
software. 

3. Results 

3.1. Demographic and clinical characteristics 

Table 1 shows the demographic and clinical characteristics of the 
study population. In total, 247 patients were selected based on the in-
clusion and exclusion criteria (Supplementary Fig. 1). Among the 247 
patients with depression in the AUSOM database, 71 (28.7 %) experi-
enced TRD after the depression diagnosis. The mean interval for TRD 
was 547 days. No significant differences in age, sex, medical history, and 
psychiatric history were observed between the groups. Female patients 
were the most predominant in the study population (without TRD: 74.4 
%; with TRD: 69.0 %). Hypertension and anxiety disorder were frequent 
diagnoses (hypertension, 17.0 % and 28.2 %; anxiety disorder, 6.8 % 
and 5.6 %, respectively). Of the total number of patients, 95 (38.5 %) 
had undergone MRI before the diagnosis of depression. For these pa-
tients, the department and reason for the MRI are presented in Supple-
mentary Table 2. 

3.2. Model specification 

As part of the variable selection in the tabular dataset, 4 predictors 
were selected through LASSO among a total of 7351 candidate 

predictors and were used in the prediction models. The characteristics 
selected were antihypertensive drugs within 1 year before diagnosis, an 
antidepressant within 1 year before diagnosis, an antidepressant at 
diagnosis, and diuretics within 1 year before diagnosis. 

After SBM analysis, 26 innovation configuration (IC) maps that were 
localized at hypothetical large-scale functional brain networks related to 
depression (the default mode network [DMN], salience network [SN], 
frontoparietal network [FPN], superior parietal network [SPN], audi-
tory network [AN], sensorimotor network [SMN], visual network [VN], 
cerebellum network [CN], limbic network [LN], and thalamus and basal 
ganglia network [THL/BG]) were selected (Lu et al., 2023; Singh et al., 
2013). In particular, there were four maps in DMN, one in SN, three in 
FPN, one in SPN, two in AN, four in SMN, three in VN, three in CN, three 
in LN, and two in THL/BG. The specific brain regions of the 26 IC maps 
are shown in Supplementary Fig. 2. The reason why structural IC maps 
are defined based on functional network is that the area derived from 
SBM analysis is highly related and overlapped with the one of functional 
alterations (Wang et al., 2023). The areas that are coactivated frequently 
may be changed together in volume as they exhibit same neuro 
plasticity-related experiences (Alexander-Bloch et al., 2013; Evans, 
2013). 

Through NLP, we selected five topics as the most reliable hyper-
parameters for LDA performance (Supplementary Fig. 3) based on the 
perplexity scores. Each topic had the probability of being assigned to the 
topic as the variable value. Table 2 presents the topics used for the 
prediction models. The topics clustered were somatic symptoms, 
cognitive symptoms, suicidality, anxiety symptoms, and psychotic 
symptoms. 

Overall, 35 features from tabular data, MRI data, and text data were 
used to develop the prediction model. 

3.3. Prediction of TRD 

The performance of the baseline model using only one type of the 
data from tabular data, text data, and MRI data gave AUROCs of 0.684, 
0.569, and 0.703, respectively. In terms of AUROC, all models with two 
data types performed better than models with only one data type 
(Tabular + text: 0.728; Tabular + MRI: 0.770; and text + MRI: 0.762). 
Combining all types of data gave the highest predictive performance 
(accuracy: 0.796, F1 score: 0.667, AUPRC: 0.508, and AUROC: 0.794). 
Fig. 2 shows the ROC curves of the prediction models obtained using 
XGBoost. All evaluation metrics for model performance are presented in 
Table 3. All AUROC comparisons using the DeLong test are shown in 
Supplementary Table 1. With the exception of MRI, there was a signif-
icant difference in AUROC between models with all data types and 
models with only one data type (Tabular vs All: p = 0.032; Text vs All: p 
= 0.005; and MRI vs All: p = 0.169). Comparison of models with two 
data types and models with only one data type reveal that the model 
with the additional MRI or tabular data had a significantly higher 
AUROC than the model with text data alone (Text vs Text + Tabular: p =

Table 1 
Demographic and clinical characteristics of patients with depression.  

Characteristics Without TRD (n =
176) 

With TRD (n =
71) 

P- 
value 

Socio-demographics, n 
(%)    
Female 131 (74.4) 49 (69.0) 0.48 
Race, Korean 176 (100.0) 71 (100.0) 1.00 

Age, Mean (SD) 54.1 (17) 58.8 (18) 0.07 
Medical history, n (%)    

Hypertension 30 (17.0) 20 (28.2) 0.07 
Hyperlipidemia 4 (2.3) 3 (4.2) 0.68 
Diabetes 8 (4.5) 7 (9.9) 0.20 
Chronic liver disease 0 (0.0) 2 (2.8) 0.15 
Renal impairment 3 (1.7) 1 (1.4) 1.00 

Psychiatric history, n (%)    
Anxiety disorder 12 (6.8) 4 (5.6) 0.96 
Sleep disorder 8 (4.5) 7 (9.9) 0.20 
Substance use disorder 8 (4.5) 3 (4.2) 1.00 
Personality disorder 4 (2.3) 0 (0.0) 0.47  

Table 2 
Topics clustered by LDA algorithm.  

Topic Main features of 
the topic 

Topic examples 

Topic 
1 

Somatic 
symptoms 

headache, dizziness, fatigue, somatic concern, 
allergy, loss of energy, abdominal discomfort 

Topic 
2 

Cognitive 
symptoms 

diminished ability to concentrate, cognitive 
impairment, worthlessness, excessive worry, guilty 
feeling, hopelessness 

Topic 
3 

Suicidality suicide attempt, impulsivity, irritability, mood 
instability, CO intoxication, suicidal ideation, anger 

Topic 
4 

Anxiety 
symptoms 

anxiety, insomnia, vomiting, panic attack, chest 
discomfort, palpitation, sweating, anxiety attack 

Topic 
5 

Psychotic 
symptoms 

auditory hallucination, psychomotor retardation, 
visual hallucination, persecutory ideation, 
persecutory delusion, inattention  
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0.017; Text vs Text + MRI: p = 0.012). There was no significant dif-
ference between models with two data types and models with all data 
types (Tabular + Text vs All: p = 0.187; Text + MRI vs All: p = 0.287; 
and Text + MRI vs All: p = 0.327). 

3.4. Features with the greatest contributions to prediction 

Within the model using all data types, a graphical explanation of the 
top 10 features based on the average impact on the magnitude of the 
model output is shown in Fig. 2. The Y-axis represent the top 10 features 
in the prediction model, ranked in descending order. The top predictors 
were tabular variables, followed by brain MRI variables. The X-axis in 
the SHAP beeswarm plot shows the SHAP values. The SHAP value of 
each dot reflects the effect of a feature in the SHAP plot. For example, 
high median values of antihypertensive drugs within 1 year before 
diagnosis, antidepressants within 1 year before diagnosis, antidepres-
sants at diagnosis, SMN, SPN, THL/BG, and topic 1 (somatic symptoms) 
were powerful predictors of TRD. Low median values of DMN, VN, and 
AN were more strongly predictive of TRD (Fig. 2B). Fig. 3 shows the 
brain MRI features included in the top 10 features. 

3.5. Prediction of TRD with an adjusted number of MRI variables 

Given that the number of MRI variables is larger than that of other 
modalities, we compared the performance of the predictions using only 
the top five selected MRI variables (SMN, SPN, THL/BG, DMN, and VN) 
from the total model including all variables. The performance results 
showed a consistent trend when all MRI variables were used. The model 
using all data sources showed the highest AUROC of 0.780, followed by 
models that used combined brain MRI and structured data, brain MRI 
and clinical notes, and brain MRI only (0.759, 0.731, and 0.728, 
respectively). 

4. Discussion 

In this study, we developed and tested an integrative model of 
multimodal data to predict TRD in patients with depression. To the best 
of our knowledge, this is the first study to develop a TRD prediction 
model combining structured clinical data, brain morphometric features, 
and NLP-derived symptoms. Furthermore, we extracted 4 out of 7351 
clinical variables, 26 variables from brain MRI images, and 5 variables 
from free text to develop an explainable prediction model. Combining 
all three types of features was found to be higher across multiple per-
formance metrics than using only one type of feature or combining two 
types of features. We found that combining all three types of features 
resulted in significantly higher AUROC scores than using only one type 
of feature except a model with only brain MRI. Compared with the ac-
curacy reported in a previous study predicting treatment outcome in 
depression (0.66) (Sajjadian et al., 2022), our study showed better ac-
curacy with a relatively larger patient population. 

We found a gradient of increasing accuracy with the inclusion of 
additional measurement modalities. Although the model with all data 
types did not have a significantly higher AUROC than the model with 
two data types or the model with brain MRI only, AUROC, AUPRC, ac-
curacy, and F1 score were the highest in the model with all data types. 
This finding supports previous findings on the added value of neuro-
imaging and NLP-derived features and extends them to the combination 
of the three types of data (Perlis et al., 2012; Williams et al., 2015). 
These results suggest that three modalities reflect different aspects of 
TRD etiopathology and thus are likely to improve classification perfor-
mance (Gallo et al., 2023). Importantly, because depression has a high 
degree of heterogeneity in symptoms and prognosis across patients, 
models using multiple dimensions may enable a more personalized 
approach for depression prediction. 

Previous research has shown that the improvement in predictive 

Fig. 2. Performance and feature importance of models predicting treatment-resistant depression. (A) ROC curve for the models according to data combinations. (B) 
SHAP beeswarm plot of the prediction model using all types of data. SHAP: Shapley Additive explanations; ROC: Receiver operating characteristic. 

Table 3 
Performance results of prediction models.  

Performance 
metrics 

Model 1 
(Tabular) 

Model 2 
(Text) 

Model 3 
(MRI) 

Model 4 
(TabularþText) 

Model 5 
(TabularþMRI) 

Model 6 (Text 
þMRI) 

Model 7 
(All) 

ACC 0.592 0.388 0.755 0.592 0.735 0.776 0.796 
AUPRC 0.351 0.281 0.421 0.436 0.462 0.497 0.508 
AUROC 0.684 0.569 0.703 0.728 0.770 0.762 0.794 
F1 score 0.545 0.464 0.538 0.545 0.649 0.593 0.667 

Notes: ACC, accuracy; AUPRC, area under the precision recall curve; AUROC, area under the receiver operating characteristics curve. 
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performance is attributed to multiple data modalities, not just to a 
greater number of variables (Sajjadian et al., 2022). In particular, when 
the number of predictors exceeds the number of participants, the effi-
ciency of developing predictive models decreases. In this respect, feature 
selection was done by modality in this study. Using LASSO, we were able 
to reduce over 7000 variables of structured data to 4 variables. We used 
the ICA method, which can extract robust and reproducible brain 
components, to extract 26 features from brain MRI images for brain 
imaging (Cerliani et al., 2015). For free text, we used the LDA method, 
which can represent topic clustering of similar words, to extract five 
topics (Park et al., 2021). LASSO, ICA, and LDA enable the use of a 
reasonably small number of variables in the model, making the model 
sufficiently explainable (Vucenovic et al., 2020). In particular, the ICA 
and LDA methods are relatively easy to explain by reflecting brain 
network or semantic characteristics. Furthermore, consistent trends in 
performance were observed in analyses using a reduced number of MRI 
variables to determine the impact of differences in the number of vari-
ables, indicating that the number of modalities rather than the number 
of variables may have an impact on model performance. In addition, 
since this study used an algorithm that used machine learning rather 
than deep learning to develop prediction models, understandable ex-
planations for prediction were obtained (Wang et al., 2020). Considering 
that the interpretability of prediction models is vital in health care (Chen 
et al., 2020), the multidimensional explainable model developed in this 
study can be useful in clinical settings. 

The most discriminative brain morphometric pattern was the 
sensorimotor network. Our results align with those of Qin et al. (2015) 
who observed that sensorimotor networks were one of the most 
discriminative functional connections for predicting clinical responses 
in patients with major depression. A previous study found a greater 
amplitude of low-frequency fluctuation in the sensorimotor network in 
patients with TRD (Zhang et al., 2019). Moreover, a previous study on 

structural covariance networks have also reported significant associa-
tions between the sensorimotor network and depression (Yang et al., 
2021). Stimulation of sensory modalities or motor systems affects the 
same circuits that affect mood regulation and can lead to mood disor-
ders. In addition, depression interacts with sensorimotor processing, 
which exacerbates depressive symptoms (Canbeyli, 2010). We also 
observed that the SPN acted as a discriminative region. Similar to the 
sensorimotor network, the superior parietal region is involved in inter-
preting sensory information (Radua et al., 2010). People with depression 
who undergo changes in the parietal lobe experience difficulties in 
perceiving emotions (Culham and Kanwisher, 2001). Previous 
morphometric correlation analysis revealed increased caudate–cortical 
connectivity in the bilateral superior parietal gyrus in patients with 
major depressive disorder (MDD). This region was also positively 
correlated with Beck Depression Inventory scores in patients with MDD 
(Yang et al., 2015). Furthermore, patients with MDD have shown 
increased functional connectivity between the bilateral amygdala and 
superior parietal gyrus (Jiang et al., 2021). The thalamus is also 
considered an important predictor. In a study that compared individuals 
with depression and healthy controls, hyperconnectivity of the thalamus 
was identified as the most influential predictor (Gallo et al., 2023). 
Metabolic abnormalities in the thalamus of patients with depression 
were also described elsewhere (Dougherty et al., 2003). Unlike the 
abovementioned brain networks, DMN, VN, and AN were negatively 
correlated with TRD. Depression is characterized by abnormal brain 
networks, particularly DMN, which regulates awareness of internal 
states and is related to affective and cognitive symptoms in depression 
(Kaiser et al., 2015). Although hyperconnectivity of the DMN is 
observed in depression, hypoconnectivity of the DMN has been reported 
in patients unresponsive to antidepressants (Kaiser et al., 2015; Kor-
gaonkar et al., 2020). In the same study, hypoconnectivity was also 
observed in the VN and AN of patients who responded poorly to 

Fig. 3. Structural brain networks among the top 10 features of the prediction model using all types of data. SMN: sensorimotor network; SPN: superior parietal 
network; THL: thalamus network; DMN: default mode network; VN: visual network; AN: auditory network. 
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antidepressants. In a previous study, functional connectivity in the AN 
and VN of patients with depression was lower than that in healthy 
controls (Lu et al., 2020). An abnormal auditory processing-related AN 
and impaired facial emotion processing-related VN have also been re-
ported (Guo et al., 2013; Tollkötter et al., 2006). Conversely, other 
networks (SN, FPN, CN, and LN), which were not considered significant 
but were included as variables in the model, are also known to be 
associated with TRD. SN is considered an indicator of resting state 
treatment response in depression (Horn et al., 2010). Disrupted FPN is 
also associated with the severity of suicide risk in patients with 
depression (Dai et al., 2022). CN is positively correlated with Hamilton 
Depression Rating Scale score (Yin et al., 2015). In addition, the course 
of depression is associated with altered LN activity (Lemke et al., 2022). 

The most significant variable among the NLP-derived symptoms was 
somatic symptoms. In a previous study, the majority of patients with 
TRD presented with somatic symptoms. The presence of somatic 
symptoms was related to a poorer prognosis of depression (Papakostas 
et al., 2003). Other NLP-derived symptoms have been reported as po-
tential risk factors for TRD. Evidence suggests that TRD is associated 
with the “melancholia” subtype of depression (Malhi et al., 2005). 
Symptoms of the melancholia subtype include suicidal thoughts and 
difficulty concentrating, which are consistent with our findings on 
cognitive symptoms and suicidality (Parker et al., 2010). In terms of 
psychiatric comorbidity, TRD has been associated with a higher preva-
lence of comorbid anxiety disorders and psychotic features, which align 
with our findings on psychotic and anxiety symptoms (Souery et al., 
2007; Dold et al., 2019). However, when predicting TRD using only 
NLP-derived variables, the model performed poorly. Previous attempts 
to classify patients using NLP showed insufficient performance for 
clinical application (Rumshisky et al., 2016). Because of the overlap in 
symptoms among patients (American Psychiatric Association, 2013), it 
may not be accurate to differentiate them on the basis of symptoms 
alone. Nevertheless, the inclusion of topics from NLP allows a more 
accurate discrimination of TRD. 

For tabular data, exposure to antidepressants on the day of diagnosis 
and before diagnosis, and to antihypertensive medications before diag-
nosis were positively related to predicting prediction. Prescription of 
antidepressants on the day of diagnosis may indicate a more severe level 
of depression. Previous studies have reported that depression severity is 
a strong risk factor for TRD (Gronemann et al., 2020; Kautzky et al., 
2019). The severity of depression increases the likelihood of applying 
different treatment options, which thus fulfills the definition of TRD. 
Certain situations may require the prescription of antidepressants to 
people who are not depressed. For example, for anxiety disorders or 
somatic symptom disorders, antidepressants are often the primary 
medication of choice (Bandelow et al., 2017; Kurlansik et al., 2016). In 
fact, 6.5 % of our patients had a history of anxiety disorders, and somatic 
symptoms were extracted as NLP features in our patients. The presence 
of anxiety or somatic symptoms in depressive disorders negatively im-
pacts depression prognosis, suggesting that a history of antidepressant 
use for such symptoms could be predictive of TRD (De Carlo et al., 2016; 
Bekhuis et al., 2016). Regarding the use of antihypertensive drugs and 
diuretics, Gronemann et al. (2020) showed that patients prescribed with 
β-blockers had increased rates of TRD. According to meta-analytic evi-
dence, diuretics are significantly associated with an increased risk of 
depression and anxiety disorders (Zhang et al., 2022). However, other 
reports refute the association between the use of angiotensin antago-
nists, β-blockers, and diuretics and the risk of depression (Li et al., 2021). 
While the inherent risk of these medications is worth consideration, the 
influence of cardiovascular disease on depression should be accounted 
for since it is the underlying condition often necessitating antihyper-
tensive medication. Shang et al. (2019) identified cardiovascular disease 
as a risk factor for incident depression. This association might be partly 
explained by the perceived loss of health, functional capability, and 
independence among patients with cardiovascular disease, potentially 
contributing to an increased incidence of depression (Hare et al., 2014). 

Furthermore, a bidirectional association between TRD and common 
medical conditions has been reported, with hypertension being associ-
ated with TRD in both men and women (Madsen et al., 2021). Given the 
known relationship between age and cardiovascular disease and 
considering the most patients in the present study were in their 50 s, it is 
possible that the use of antihypertensive drugs and diuretics were 
selected as predictors. 

This study had several limitations. First, the results should be 
interpreted in light of sample size limitations. Although the study sample 
was larger than that in previously reported multimodal studies (Iniesta 
et al., 2018; Sajjadian et al., 2022), it was not large enough to optimally 
support the learning of complex prediction models. Considering the size, 
we used five-fold cross-validation for the model development in the 
training dataset while maintaining strict separation of the training and 
test sets. Second, this study did not perform external validation of the 
model. It is difficult to access clinical data, notes, and brain imaging 
records at the same time. For this reason, there has been a lack of 
external validation in multimodal studies (Sajjadian et al., 2022). In 
addition, psychiatric records are often kept separately or not shared, 
making it difficult to find hospital records that could be used for external 
validation (Appelbaum, 2002). Therefore, future research is needed to 
investigate and validate our results. Third, this study used data from 
Koreans only, so the results cannot be generalized. However, the char-
acteristics of the patients in our study were similar to those enrolled in 
previous TRD studies. For example, the average age of our patients was 
50 years, similar to that in a previous study (Kautzky et al., 2019), and 
the median time to TRD was 547 days, similar to the 420 days found in 
another previous study (Fife et al., 2017). Fourth, we did not use data 
from other imaging modalities, such as resting-state functional MRI and 
DTI, to supplement the prediction models. However, the structural 
covariance network using ICA appears to be consistent with the findings 
of a previous functional network study (Watanabe et al., 2020). Fifth, 
this study used MRI data obtained using 1.5T and 3T scanners. Although 
using one scanner consistently is preferable, a previous study reported 
similar brain volume patterns between 1.5T and 3T (Chow et al., 2015). 
Sixth, the inclusion of MRIs within 1 year prior to diagnosis of depres-
sion in the inclusion criteria is not standard practice for patients with 
depression. Because MRIs are not routinely performed in patients with 
depression, we had to include cases that were performed as part of a 
routine checkup or by another department before diagnosis of depres-
sion. Furthermore, we excluded patients who had undergone MRI for 
serious conditions by manually checking imaging data, radiology re-
ports, and patients’ medical histories, given that serious conditions 
could have required a brain MRI. However, while most MRI procedures 
were indicated for somatic symptoms or routine check-ups, a subset of 
patients presented with suicidal or psychotic symptoms. Due to the small 
sample size of our study, our findings have limited generalizability, and 
further research is needed to validate our results. Seventh, the change in 
antidepressant medication may have been due to pharmacological side 
effects rather than treatment resistance. However, directly capturing 
patients’ response to treatments is difficult in observational databases. 
For this reason, previous studies using observational data have defined 
antidepressant trial failure as occurring when a new antidepressant is 
added, as we did in our study. Nevertheless, given these possibilities, our 
results should be interpreted with caution. Lastly, the average age of our 
study sample may not represent the entire population of patients with 
depression. Because of the relatively higher age group of our patients, 
variables such as antihypertensive medications may have been included 
in the analysis. Further research is needed, including external validation 
and studies involving a larger and more diverse patient population. 
Despite the abovementioned limitations, this remains the first multi-
modal TRD prediction study to combine structural clinical data, brain 
morphometric data, and NLP-derived data, resulting in high classifica-
tion accuracy. 
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5. Conclusion 

In conclusion, our study showed that the combination of clinical data 
with neuroimaging and NLP variables improved the prediction of TRD in 
comparison with single-modality measurement. Similar to clinical situ-
ations where assessments are made using a variety of data, our results 
suggest that using a combination of data may be a more useful option for 
prediction of TRD. Further studies using a multidimensional approach to 
achieve meaningful prediction of TRD are needed by other groups. 
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